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Consistent Estimation of Rayleigh Fading Channel
Second-Order Statistics in the Context of the

Wideband CDMA Mode of the UMTS
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Abstract—In this paper, we address the problem of estimating
the second-order statistics of a frequency-selective Rayleigh
channel in the context of the wideband CDMA mode of the UMTS.
The data to be transmitted are sent over slots on which the channel
is assumed to remain constant. Each slot contains a pilot symbol
sequence from which it is possible to estimate the current value
of the channel. The covariance matrix of the channel is usually
estimated by a denoised version of the empirical covariance
matrix of the trained channel estimate. However, in the UMTS,
this estimate is not consistent in the sense that if the number of
slots used to estimate it tends to infinity, it does not converge to the
true covariance matrix of the channel. In this paper, we propose
a new consistent estimate of the covariance matrix and evaluate
the performances of two Wiener-like channel estimation schemes
based on the proposed estimate. The performances of the new
approach are evaluated by means of the bit error rate provided by
a RAKE receiver based on the proposed channel estimates. It is
shown that our estimate of the covariance matrix allows significant
improvement in the performance of the RAKE receiver.

I. INTRODUCTION

I N the context of high-rate mobile communication systems,
the received signal is often corrupted by a fading frequency-

selective channel. In this case, the coefficients of the equiva-
lent discrete-time channel can be considered as highly low-pass
time-varying centered Gaussian random variables (see e.g., [10]
and [11]), which must be estimated in order to retrieve the trans-
mitted data. In practice, the data to be transmitted are sent over
slots on which the channel coefficients can be considered to be
constant. Each slot contains a training sequence from which the
channel coefficients are estimated using a least-squares or a cor-
relation procedure. The accuracy of these estimates, which de-
pends, of course, on both the length of the training sequence and
on the signal-to-interference plus noise ratio, may have an im-
portant influence on the global performance of the receiver. This
turns out to be the case in the context of the wideband CDMA
mode of the third mobile generation system (UMTS) [1]. In the
downlink, the size of the training sequence is rather short, and
the accuracy of the conventional channel estimate is very poor
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when the system is heavily loaded. This affects significantly the
performances of most of the conventional receivers based on
this channel estimate.

In order to improve the performances of the channel estimate,
one can use semiblind approaches. These methods aim at esti-
mating the channel not only from the training sequence but from
the entire slot. However, the existing algorithms have a very high
computational cost, especially in the context of multiusers sys-
tems (see e.g., [16], [19], and [22]).

This paper is devoted to a completely different approach
based on Wiener estimates of the discrete-time equivalent
channel. Due to the Rayleigh assumption, the vector coeffi-
cients of the discrete time equivalent channel on each slot can
be represented as a slot-varying zero mean Gaussian random
vector. Its probability distribution is slot invariant. If the
covariance matrix of this distribution is known or consistently
estimated, it is possible to improve significantly the classically
trained estimate by using a simple Wiener estimate.

This idea seems to have been introduced by [2] in the context
of channel estimation of a mono-user system (the GSM system)
(see also [5], where this approach is briefly considered in mul-
tiuser systems). However, we remark that it can be considered
as a simplification of Kalman procedures developed in the con-
text of fast fading channel estimation [8], [17], [18] in which the
channel coefficients cannot be assumed to be constant over the
duration of a slot.

As the covariance matrix is, in practice, unknown, [2] pro-
posed to estimate it by a denoised version of the empirical co-
variance matrix of the trained channel estimate, assuming that
the estimation noise is white, which is relevant in the context of
the GSM but not in the context of the UMTS. The purpose of this
paper is twofold. We first propose a new consistent estimation
scheme of the channel covariance matrixin the context of the
downlink of the wideband CDMA mode of the UMTS. Next,
we study and compare the performances of two channel estima-
tion algorithms (Wiener and rank reduction Wiener) using our
consistent estimation scheme of.

This paper is organized as follows. In Section II, we make
precise the structure of the signals that are transmitted and re-
ceived in the downlink of the wideband CDMA mode of the
UMTS and introduce the Wiener channel estimation. In Sec-
tion III, we present our consistent estimate of. We study the
corresponding estimation schemes in Section IV, and evaluate
their performances by numerical simulations in Section V.
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II. PROBLEM STATEMENT AND SIGNAL MODEL

A. Downlink UMTS Signal Structure

We consider a mobile station that is supposed to receive slots
of QPSK data symbols sequence transmitted by
the base station of its closest cell. Here, the subscriptrepre-
sents the index of the slot,represents the index of the symbol
of the slot , and is the number of symbols per slot. The
base station transmits simultaneouslyother data symbol slots

to other users.
We first make precise the structure of the signal received

by mobile station 0 (see [1] for more details). In the context
of UMTS, different users may use different spreading factors.
In order to simplify the notations, we assume that the same
spreading factor is assigned to the users of the cell
under consideration. The number of chips per slot is thus equal
to . This assumption does not induce any restriction and
that our results remain valid if different spreading factors are
assigned to certain users. Each sequence of symbols is
spread by a BPSK periodic sequence of period . The
corresponding chip sequences are finally scrambled by
the same long aperiodic code (this code characterizes the cell).
We denote by the value of the scrambling code on chip

of slot . In the following, we denote by the chip
sequence corresponding to slotof user , which, according
to the above specifications, is given by

(1)

for and . It is also useful to
introduce the sequence defined by

for and .
The continuous-time signal received by mobile station

0 and corresponding to the transmission of slotof the various
users is thus given by

(2)

Here, represents the chip period, and represents the
(unknown) impulse response resulting from the shaping filter
(i.e., a square root-raised cosine of roll-off 0.22), the propaga-
tion channel between the base station and the mobile station 0,
and the reception filter. We assume without restriction that it is
causal. Note that it depends on the slotto take into account
the time variations of the propagation channel. The coefficients

are positive and represent the square roots of the
powers of the contributions of each active user to the received
signal. In the following, we assume without loss of generality
that ; the coefficients thus represent the
relative powers of the other users. Finally, is an additive
noise due to the signals transmitted by other interfering cells
[which have a structure similar to the first term of the righthand-
side of (2)] and to the background noise assumed to be white
Gaussian with spectral density .

We assume that the mobile station 0 has synchronized with
the base station. This implies in particular that the mobile has a
perfect knowledge of the scrambling code sequence. Each slot
contains a pilot sequence ofsymbols that can be used in order
to estimate the channel. In other words, the mobile station 0
knows the first chips of each slot transmitted by user 0
(i.e., the sequence ). However, the
mobile station 0 is not aware of the pilot sequences transmitted
by the users .

B. Discrete-Time Equivalent Model

The signal is sampled at the period . We denote by
the two-dimensional (2-D) vector

and by the vector

We also denote by the 2-D transfer function

where represents the maximum duration of the channel. We
finally put . It is easily seen
that the discrete-time signal can be written as

(3)

where is defined as . We now formulate the fol-
lowing assumptions:

• A1) For each is a centered complex Gaussian
random vector, and its covariance matrix is time invariant,
i.e., it does not depend on. In the following, we denote
by this covariance matrix.

• A2) The (known) pseudo-noise sequence for
is assumed to coincide with a real-

ization of an independent identically distributed centered
QPSK sequence. In particular, for eachand each func-
tion

where represents a centered QPSK i.i.d. sequence.
• A3) For each , the symbol sequence transmitted by

user is i.i.d. The various sequences are also mutually
independent.

AssumptionsA2 andA3 are standard and do not need to be dis-
cussed. Let us discussA1. The assumption that is centered
Gaussian is a direct consequence of the Rayleigh channel hy-
pothesis [10], [11].A1 also implicitly implies that the channel
can be considered as time invariant on the slot duration. The
relevance of this hypothesis, of course, depends on the mobile
speed. Although it is clearly not valid at high velocities, our
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estimation scheme shows good performances at velocities of
50 km/h (see Section V), which is a quite realistic value in an
urban environment. Finally, the covariance matrixessentially
depends on the directions of arrival of the various paths of the
channel [10]. The slot invariance of the probability distribution
of over a few hundred of slots is therefore realistic because
the time variation of these spatial parameters is much slower
than the variation of the complex amplitudes of the paths (see,
e.g., [10]).

C. Wiener Channel Estimation

If the covariance matrix of was known, several
schemes could be used to improve the accuracy of the conven-
tional training sequence-based estimate of on slot
(the detailed presentation of this estimate is shown later).

The first possible scheme consists of using a Wiener estimate
of . In order to explain this, assume for the moment that the
conventional estimate can be written as

(4)

where is a random vector independent of with known
covariance matrix . In this case, the classical Wiener estimate
of , which is given by

(5)

may produce significant improvement. In the context of a GSM
system considered in [2], relation (4) is satisfied, and the covari-
ance matrix of can be assumed to be a multiple of the
identity matrix. As is, of course, unknown, [2] proposed, if

is known, to estimate it by

(6)

If is unknown, those authors propose to estimateby the
smallest eigenvalue of matrix . This es-
timate is consistent as soon asis rank deficient, which is a
condition that is often met in practice when the channel is sup-
posed to be specular. This approach can, of course, be adapted
if the covariance matrix of is a multiple of a known matrix
possibly different from identity.

A second possible scheme can be used if the matrixis rank
deficient or close to being rank deficient. This means that vector

can be written as , where the columns of rep-
resent a basis of range of. The estimation of vector is thus
equivalent to the estimation of vector , which is an easier
problem because the number of parameters to be estimated (the
dimension of ) is smaller than the number of components of

. Of course, vector may also be estimated by a Wiener
procedure. Remark that thresholding approaches are connected
to this scheme. Indeed, one can force certain components
of vector to 0 if is smaller than a certain
threshold. In this case, has to be replaced by a selection ma-
trix whose particular elements depend on the chosen threshold.
These kinds of approaches are widely used in the context of
CDMA receivers based on Rake receivers. Only the most sig-
nificant fingers are selected.

If (4) holds and if the covariance matrix of is known to
within a scalar multiplicative factor, then the estimate (6) of
turns out to be consistent (in the sense thatconverges toward

when ). These conditions are, however, not verified
in the context of the wideband CDMA mode of the UMTS.

III. ESTIMATION OF THE CHANNEL COVARIANCE MATRIX

The conventional estimate is obtained by correlation of the
received signal with delayed versions of the chip sequence cor-
responding to the pilot symbols sequence

(7)

We put
and

...
...

...
. . .

. . .
...

Using (3), we get immediately that

(8)

where is the Kronecker product and that is the 2 2 iden-
tity matrix. Denoting by the matrix obtained from
by replacing by 0 the terms corresponding to indices smaller
than 0 or greater than , we can express vector

as

Developing this expression, we get

(9)

The estimation error thus has three components.
The first one is

whereas the second and the third coincide, respectively, with
the second and the third term of the right-hand side of (9). Our
problem thus differs deeply from the context used by [2], where
the first component is zero, and the second one does not exist
[see (4) and the corresponding assumptions]. Moreover, we ob-
serve the following.

• Vectors and are not statistically independent.
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• The covariance matrix of is not known to within a con-
stant multiplicative factor; it actually depends onand
on the unknown distribution of the co-cell interference.
Moreover, due to the scrambling code, it is not time-in-
variant, i.e., it depends on the slot under consideration.

The standard estimate (6) is thus not consistent in the present
context, and its performance may be very poor if the multiuser
interference and the co-cell interference terms are dominant. A
quite different approach is thus needed to estimate matrix.

In order to present our new estimation method, we need to in-
troduce some notations. First, we denote by the covariance
matrix of vector , which, as shown later, depends
on . Next, we denote as the “temporal mean” of matrices

defined by

From now on, we denote by the -dimensional
vector

and put and

Vector and matrices and are defined sim-
ilarly. Our approach is based on the following identities.

Proposition 1: The matrices and can be written
as

(10)

and

(11)

where matrix represents the block Toeplitz matrix whose
2 2 blocks are given by

(12)

See Appendix A for the proof. It turns out that

(13)

Under certain standard mixing assumptions on sequence
(see, e.g., [3] for more details), the matrices and

can be consistently estimated by

(14)

and by

(15)

Therefore, (13) provides a direct way to estimateconsistently
up to a constant multiplicative factor. The estimate is noted
and is defined by

(16)

We note that this approach is also able to provide an estimate
of the matrix . This can be interesting in order to evaluate
the quality of the transmission. Equation (11) also shows that the
present estimate is probably not appropriate if the system is not
heavily loaded and if the co-cell interference term is negligible
w.r.t. the background noise. In this context, the matrix is
nearly equal to , where represents the variance
of the background noise, and the conventional estimate (6) is
good enough. If, however, the system is heavily loaded or if
the co-cell interference is powerful enough, our new estimate
may potentially improve quite significantly the performances of
the chosen receiver. This point will be illustrated in Section V,
which is devoted to the numerical simulations.

We finally note that the result of Proposition 1 is connected
to the blind channel estimation schemes introduced in [14] and
generalized in [13]. In those works, it is shown in the context
of the time-invariant channel that the difference between a co-
variance matrix built from the observation before and after de-
spreading is nearly proportional to , where represents
the (fixed) channel vector. The result of Proposition 1 can be
interpreted as a generalization of the results of [13] and [14] to
random time-varying channels and to the context of the UMTS
specifications defined in Section II-A.

IV. I MPROVEMENT OFCHANNEL ESTIMATION USING

THE CHANNEL COVARIANCE MATRIX

A. Modified Wiener Estimation

The classical Wiener channel estimator of is defined as
the orthogonal projection of over the space generated by the
components of the observed random vector. It is thus given
by

where stands for the usual orthogonal projection operator in
the space of finite second-order moments random variables.
However, this channel estimator cannot be implemented in
practice because it is impossible to estimate consistently the
matrix . We therefore propose to use a modified Wiener
estimate defined by , where the matrix minimizes
the cost function
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The optimal matrix is, of course, given by

but using similar calculations as the ones developed in A and B
(the details are left to the reader), it can be shown that

Therefore, coincides with and can be
consistently estimated by matrix . Our modified Wiener
channel estimate is, thus, the vector given by

(17)

.

B. Rank Reduction of Channel Subspace

In practice, the performance of the estimate
may be very poor in comparison with the performance of the
true modified Wiener estimate . This is, in particular,
the case when the number of slotsused to estimate matrices

and is not large enough compared with the dimension of
the matrices to be estimated; in this case, the estimatesand

are not accurate enough. See, for example, [9] and [15] for
a precise analysis when the matrix is Wishart distributed.

Fortunately, the performance of the estimate can be im-
proved significantly if the matrix is rank deficient (or close
to be rank deficient). This turns out to be the case in the con-
text of the so-called multipath Clarke model [6] in the context
of which the continuous-time impulse response of the
channel on slot is represented by

(18)

where the complex coefficients represent the
complex amplitudes of significant paths1 on slot , where
the are the corresponding time delays, and where

represent the impulse response of the shaping filter. Usu-
ally, the time delays are assumed constant on sev-
eral slots, whereas the complex amplitudes
are modelized by independent Gaussian random variables, the
probability distribution of which is independent of. Using
(18), we get immediately that vector can be written as

where is a vector built from the samples of .
If the number of paths is less than , the covariance
matrix of is clearly degenerate. Note that if (18) is valid,
the condition degenerate is likely to hold in the context of the
UMTS because the number of significant paths in an outdoor
propagation channel at 2 MHz never exceeds 6 in practice [20]
and because is generally chosen greater than 10.

1In the Clarke model, each path is actually a superposition of elementary paths
with very close delays. Moreover, the complex amplitude of the paths also de-
pend ont, but it is usual to assume that they remain constant on the slot duration.

We thus assume that is rank deficient and denote byits
rank. In this case, the channel can be written as

where represents the matrix build from theeigenvectors
associated with the nonzero eigenvalues of, and where is
an -dimensional vector.

Let us first assume that is known. The estimation of vector
reduces to the estimation of thecomponents of , which

is a much easier problem if is significantly smaller than the
number of components of (recall that this condition
is likely to hold in the context of UMTS). We propose to estimate
vector by means of a modified Wiener estimation scheme.
For this, we remark that model (8) can be written as

The conventional estimate of is given by .
We define the following notations:

and . Those ma-
trices can be estimated by and
so that defined by

is an estimator of . The corresponding estimate of is,
thus, vector .

However, matrix is, of course, unknown and replaced in
practice in the above procedure by the matrixof the eigen-
vectors associated with thegreatest eigenvalues of matrix.
We denote by the final rank-reduced estimate obtained by
replacing matrix with matrix in the above procedure. It is
worth noticing that the size of matrices and are smaller
than the size of and . Therefore, the estimatesand
are more accurate than and . Although depends on

via the eigenvectors matrix , this explains why the perfor-
mance of is better than the performance of (see Sec-
tion V).

We finally note that if (18) holds, the subspace associated
with the greatest eigenvalues of coincides with the space
generated by vectors for (which implies
that ). As the impulse response of the shaping filter
can be assumed to be known, it is possible to estimateby es-
timating the time delays . However, the relevance of
this approach depends on (18), which is very often not exactly
verified. Note, in particular, that our rank-reduction procedure
uses only the assumption thatis not a full-rank matrix: a con-
dition that is much more general than (18).

V. SIMULATIONS

In order to simulate the propagation channel, we have used
a realistic simulator [7] developed by the research center of
France Telecom. We have chosen a three-path channel with
time-varying complex amplitude corresponding to a mobile
speed of 50 km/h.

The spreading factor of the user of interest (i.e., the user 0) is
256. Each slot thus contains six useful QPSK symbols and four
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Fig. 1. Mean square error of modified Wiener estimates.

QPSK pilot symbols (see [1]), which are assumed to be sent with
the same power.

The other users (users 1 to) of the cell may have different
spreading factors (recall that our results extend to
this case but that we have just considered the case of identical
spreading factors in order to clarify the presentation). In this
case, the load of the cell is measured by the quantitydefined
by . In all the following experiments, we take

and assume that the power control is perfect, i.e.,
that the received energies per symbol of all the users coincide

for . A second basestation and
an additive white Gaussian noise are also simulated in order
to achieve a realistic interference environment. The Gaussian
background noise power represents 10% of the noise plus inter-
ference power.

In Fig. 1, we compare the mean square error of the conven-
tional pilot based estimate with the true modified Wiener
channel estimate , the modified Wiener channel esti-
mate based on the estimate (6) of, and the modified Wiener
estimate based on the proposed estimation procedure of(16).
Here, the number of slots used to estimate the various ma-
trices is , which, in the context of the UMTS, corre-
sponds to a duration of 160 ms. The assumed channel duration
is equal to 20 chips, i.e., .

We observe that the classical estimate (6) ofproduces an
unsignificant improvement, whereas our proposed estimator
provides a gain between 4 and 5 dB. Nevertheless, its perfor-
mances is poor in comparison with the one of the true modified
Wiener estimate. Fortunately, rank-reduction procedures allow
significant improvement of the mean square errors of the esti-
mates. This claim is illustrated in Fig. 2, where we compare the
performance of the proposed reduced-rank estimate ofwith
the reduced-rank estimate based on the eigendecomposition of
(6). In both cases, the rank of the estimate ofis evaluated by
the procedure proposed in [12], i.e.,

argmin (19)

Fig. 2. Mean square error of reduced-rank modified Wiener estimates.

Fig. 3. Bit error rate of modified Wiener estimates.

where are the eigenvalues of the
estimate of arranged in decreasing order. We also plot the
performance corresponding to the rank determination procedure
consisting of estimating by , which is defined as the number
of positive eigenvalues of (16).

Rank reduction significantly reduces the estimation noise
power (from 8 to 10 dB). For both rank-estimation methods,
our proposed reduced-rank estimate ofprovides good per-
formance, and when the signal-to-interference plus noise ratio
is greater than 8 dB, they outperform the estimate based on the
eigendecomposition of the classical estimate (6) of.

We now compare the performances of the various channel
estimates in terms of bit error rate. In Fig. 3, we compare the bit
error rate associated with a conventional RAKE receiver based
on the various channel estimates. In other words, the decision
on symbol is based on the argument of
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where represents one of the possible channel estimates.
The performance of the Rake receiver associated with the true
channel is also represented.

We observe that the performance of the true modified Wiener
channel estimate is 2 dB less than the one of the true channel.
Without rank reduction, the proposed estimate significantly out-
performs the approach of (6), which behaves like the conven-
tional trained estimate because (6) is not a consistent estimate
of . The rank-reduction schemes of the proposed estimate of

allows improvement of the performances. Note that when the
rank is evaluated by the number of positive eigenvalues of the
estimate of , the performances are slightly better than if (19)
is used. In any case, the two schemes significantly outperform
the estimate based on the eigendecomposition of (6) as soon as
the signal-to-interference plus noise ratio is greater than 8 dB.

VI. CONCLUSION

In this paper, we have addressed the problem of estimating
consistently the covariance matrix of the discrete-time ver-
sion of a Rayleigh fading channel in the context of the WCDMA
mode of the third-generation UMTS system. Our estimate is
based on the observation thatcan be obtained by subtracting
the temporal mean of the covariance matrix of the observed
signal to the temporal mean of the covariance matrix of the
pilot symbol-based conventional estimate. We have also studied
the performance of two Wiener-like channel estimators based
on our new estimate and have compared their performances
with those of a classical estimate ofused in the context of
mono-user systems. The simulation results have shown that the
new estimate outperforms quite significantly the classical one.
We finally remark that our approach can be immediately gener-
alized to the case of Ricean fading multipath channels. In this
context, is a noncentered Gaussian random vector. Its co-
variance matrix can be estimated as in the Rayleigh channel
case, whereas the estimation of its mean is obvious.

APPENDIX A
PROOF OFPROPOSITION1

A. Proof of (10)

By definition, we have, for

Replacing and by their expressions (3),
we get

(20)

We can notice, on one hand, that
does not depend on. On the other hand, using decomposition
(1) of sequence , we get that

(21)

As the sequences transmitted by userand are independent
for , we have ,

(22)

The term is equal to 1
if and correspond to the
same symbol and to 0 otherwise. Note that this quantity does not
depend on so that the first term of the right-hand side of (20)
only depends on via the product .
UsingA2, we get that

We then deduce immediately that

(23)

Using (12), (23) becomes

B. Proof of (11)

The entry of matrix is defined by

Using (7), we get that

(24)
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Therefore

Recall that for each , sequence repre-
sents the chips corresponding to thepilot symbols of slot

. Therefore, is a known deterministic se-
quence, and we have

and

(25)

The sum over the integers and in the first term of the
right-hand side of (25) can be decomposed in three terms,
each contributing to the value of

and, hence, to the value of
.

We first evaluate the contribution of the term corresponding
to in (25). As is deterministic,
this contribution is given by

Let us calculate
. Using the decomposi-

tion (1), we get that

By AssumptionA2, the sequence is assumed to coin-
cide with the realization of an i.i.d. sequence of QPSK symbols.
As ,

a straightforward generalization of the strong law of large num-
bers implies that

Since is an i.i.d. QPSK sequence,
is given by

From this, we get immediately that

(26)

and that

(27)

Putting all the pieces together, we obtain that the contribution
of the term corresponding to in (25) to is
equal to

The second term contributing to the summation in (25) is
the sum over the integers for and the inte-
gers for . For each and each , the
sequence is unknown because the
pilot symbol sequences assigned to the userfor are
unknown. It is therefore relevant to represent the sequence

as a random sequence ofcentered
random variables(see AssumptionA3). Using the relation

for , it is easy to show that the con-
tribution of the sum over the integers for and the
integers for is identically zero.

The contribution of the sum over with and
remains to be evaluated. By AssumptionA3, the sequences
and for are statistically independent. Therefore, the
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contribution of the sum over indices for and
reduces to the sum over the integers .

Let us first evaluate
. Using the decomposition

(1), this term is equal to

(28)

As does not depend on,
it is denoted by in the following.
Therefore, (28) is equal to

by a generalization of the strong law of large numbers.
Using again the observation that for each in-

teger this term is then equal to

(29)

Using
,

(29) reduces to

Therefore

(30)

We note that if and correspond to
the same symbol (i.e., if and belong both to

for some integer ) and 0 otherwise. Therefore

is easily seen to be equal to 0 because vectors
and are

orthogonal for . Hence, the first term of (30) does not
contribute to the value of . Therefore, the only term
of

contributing to is
(recall

that for each and each ). From this, it follows
immediately that the contribution of the sum over integers

to is equal to

In order to complete the proof of (11), we still need to calculate
the contribution of the additive noise to , which is
easily seen to be equal to . Putting all pieces
together, we get that
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