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Consistent Estimation of Rayleigh Fading Channel
Second-Order Statistics in the Context of the
Wideband CDMA Mode of the UMTS

Jean-Marie Chaufray, Philippe Loubatdember, IEEEand Pascal Chevalier

Abstract—in this paper, we address the problem of estimating when the system is heavily loaded. This affects significantly the

the second-order statistics of a frequency-selective Rayleigh performances of most of the conventional receivers based on
channel in the context of the wideband CDMA mode of the UMTS. this channel estimate.

The data to be transmitted are sent over slots on which the channel Inordertoi th f fthe ch | estimat
is assumed to remain constant. Each slot contains a pilot symbol noraer to improve the performances or the channel estimate,

sequence from which it is possible to estimate the current value ON€ can use semiblind approaches. These methods aim at esti-
of the channel. The covariance matrix of the channel is usually mating the channel not only from the training sequence but from
estimated by a denoised version of the empirical covariance the entire slot. However, the existing algorithms have a very high

matrix of the trained channel estimate. However, in the UMTS, qmnytational cost, especially in the context of multiusers sys-
this estimate is not consistent in the sense that if the number of
tems (see e.g., [16], [19], and [22]).

slots used to estimate it tends to infinity, it does not converge to the . ’ )
true covariance matrix of the channel. In this paper, we propose  This paper is devoted to a completely different approach
a new consistent estimate of the covariance matrix and evaluate based on Wiener estimates of the discrete-time equivalent

the performances of two Wiener-like channel estimation schemes channel. Due to the Rayleigh assumption, the vector coeffi-
based on the proposed estimate. The performances of the newgianis of the discrete time equivalent channel on each slot can

approach are evaluated by means of the bit error rate provided by b ted lot . G . d
a RAKE receiver based on the proposed channel estimates. It is € represented as a slot-varying zero mean aussian random

shown that our estimate of the covariance matrix allows significant VECtor. Its probability distribution is slot invariant. If the

improvement in the performance of the RAKE receiver. covariance matrix of this distribution is known or consistently
estimated, it is possible to improve significantly the classically
|. INTRODUCTION trained estimate by using a simple Wiener estimate.

N th text of high-rat bil icati ‘ This idea seems to have been introduced by [2] in the context
th € con edx o llg -r?[ € mobi etcc()jngmur]:lcda_\ IO? SYSeMB¢ channel estimation of a mono-user system (the GSM system)
€ received signal is often corrupted by a fading IrequenClee o 5154 [5], where this approach is briefly considered in mul-
selective channel. In this case, the coefficients of the equivg; .. systems). However, we remark that it can be considered

I(_ent discn_ate-time channel can be considere(_j as highly low-pass, simplification of Kalman procedures developed in the con-
time-varying centered Gaussian random variables (see e.qg., [IJe of fast fading channel estimation [8], [17], [18] in which the

and [11]), which must be estimated in order to retrieve the trarlﬁiannel coefficients cannot be assumed to be constant over the
mitted data. In practice, the data to be transmitted are sent O%SFati on of a slot

slots on which the channel coefficients can be considered to b, ¢ 11« covariance matrix is. in practice, unknown, [2] pro-

constant. Each slot contains a training sequence from which ggfed to estimate it by a denoised version of the empirical co-
i

channel coefficients are estimated using a least-squares or a fance matrix of the trained channel estimate, assuming that

relation procedure. The accuracy of these egtlmates, which ﬁ?e estimation noise is white, which is relevant in the context of
pends, qf course, on both the length qf the tr_ammg sequence_ﬂngSM but not in the context of the UMTS. The purpose of this
on the s_lgnal-to-lnterference plus noise ratio, may ha\_/e anl aper is twofold. We first propose a new consistent estimation
portant influence on the global performance of the receiver. T 2heme of the channel covariance makfiin the context of the
turns out to be the case in the context of the wideband CD wnlink of the wideband CDMA mode of the UMTS. Next
mode_of the thir_d mobile ger]e.ration system .(UMTS) [1]. In thﬁ/ study and compare the performances of two channel estir’na-
downlink, the size of the training sequence is rather short, §n algorithms (Wiener and rank reduction Wiener) using our
the accuracy of the conventional channel estimate is very P sistent estimation schemelbf
This paper is organized as follows. In Section Il, we make
precise the structure of the signals that are transmitted and re-
Manuscript received December 5, 2000; revised September 7, 2001. The‘%@'—ved n th_e downlink of th_e wideband CDMA m_Ode of the
sociate editor coordinating the review of this paper and approving it for publJMTS and introduce the Wiener channel estimation. In Sec-

cation was Dr. Helmut Boelcskei. o __tign Ill, we present our consistent estimatelbfWe study the
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de Marne-la-Vallée, Mame-la-Vallée, France. corresponding estimation schemes in Sgctlop v, and evaluate
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[l. PROBLEM STATEMENT AND SIGNAL MODEL We assume that the mobile station 0 has synchronized with
A. Downlink UMTS Signal Structure the base station. This implies in pgrucular that the mobile has a
) ) ] _ ) perfect knowledge of the scrambling code sequence. Each slot

We consider a mobile station that is supposed to receive slgfntains a pilot sequence Bfsymbols that can be used in order
of QPSK data symbols sequer@g,, o(!))i=o,x transmitted by o estimate the channel. In other words, the mobile station 0
the base station of its closest cell. Here, the subsetiptpre- knows the firstv P chips of each slot: transmitted by user 0
sents the index of the sldtrepresents the index of the symbolj e_ the sequencg,, o(0), . .., dm.o( NP — 1)). However, the
of the slotm, and K is the number of symbols per slot. Thempile station 0 is not aware of the pilot sequences transmitted
base station transmits simultaneouglyther data symbol slots by the userd, ..., Q.
(Dm.q)q=1,...0 t0 @ other users.

We first make precise the structure of the signal receiv@ Discrete-Time Equivalent Model

by mobile station 0 (see [1] for more details). In the context The sianalz. (#) is sampled at the peri 2 We denote b
of UMTS, different users may use different spreading factors. gnalr, (#) P peridtl/2. y

N : X;»(n) the two-dimensional (2-D) vector

In order to simplify the notations, we assume that the same

spreading factorV is assigned to the + 1) users of the cell X (n) = (T a(NT2), T a(nTe + 1. /2))F
under consideration. The number of chips per slot is thus equal

to NK. This assumption does not induce any restriction argd byh,,, (%) the vector

that our results remain valid if different spreading factors are T
assigned to certain users. Each sequence of syripql§l) is by (k) = (o (KT%), hina (KT +T2/2))7
spread by a BPSK periodic sequenggn) of period V. The v 4150 denote bis,,,(z) the 2-D transfer function
corresponding( + 1) chip sequences are finally scrambled by

the same long aperiodic code (this code characterizes the cell). L
We denote bys,,(n) the value of the scrambling code on chip b (2) = (k)27
n of slotm. In the following, we denote by, ,(n) the chip k=0
sequence corresponding to statof userg, which, according whereL 7, represents the maximum duration of the channel. We
to the above specifications, is given by finally put by, = (h(0)7,. .. h,,(L)T)Y. Itis easily seen
that the discrete-time signal,,(n) can be written as

A g(IN + k) = by, o (Deg(B)sm(IN + k) (1) 0

for0 < k< N-—1and0o <! < K — 1. Itis also useful to Xm(n) = Zﬂq[hm(z)]dm,q(”) +wWn(n) ©))
=0

introduce the sequenes, ,(n) defined by

wherew,, (n) is defined ax,,, (n). We now formulate the fol-

Um,q(IN + k) = by o (1) lowing assumptions:

* Al) For eachm, h,, is a centered complex Gaussian
random vector, and its covariance matrix is time invariant,
i.e., it does not depend on. In the following, we denote
by I' = E(h,,h) this covariance matrix.

» A2) The (known) pseudo-noise sequelieg(n)) forn =
0,...,NK—1,m € Zis assumed to coincide with a real-

forO<k<N-land0 <[ < K —1.

The continuous-time signal, (¢) received by mobile station
0 and corresponding to the transmission of siadf the various
users is thus given by

Q
() = - (=T, (1), (2 ization of an independent identically distributed centered
) q:zouqzn:d Al ot =nTe) Fwalt). (2) QPSK sequence. In particular, for egeland each func-
tion @

Here, T, represents the chip period, ahg, ,(¢) represents the M1
(_unknown) impulse response _resulting from the shaping filter);;, 1 Z D (n+71),- s Sl + 7))
(i.e., a square root-raised cosine of roll-off 0.22), the propag¥-—+c /M “—0
tion channel between the base station and the mobile station 0, = E(®(s(m1),...,s(1p)))
and the reception filter. We assume without restriction that it is
causal. Note that it depends on the stoto take into account wheres represents a centered QPSK i.i.d. sequence.
the time variations of the propagation channel. The coefficients * A3) For eachy > 0, the symbol sequence transmitted by
Lo, - - -, Jig are positive and represent the square roots of the userg is i.i.d. The various sequences are also mutually

powers of the contributions of each active user to the received independent.

signal. In the following, we assume without loss of generalithssumptionsA2 andA3 are standard and do not need to be dis-
that 19 = 1; the coefficients(y,)q=1..._¢ thus represent the cussed. Let us discugel. The assumption that,,, is centered
relative powers of the other users. Finally,(¢) is an additive Gaussian is a direct consequence of the Rayleigh channel hy-
noise due to the signals transmitted by other interfering cefigthesis [10], [11]A1 also implicitly implies that the channel
[which have a structure similar to the first term of the righthandzan be considered as time invariant on the slot duration. The
side of (2)] and to the background noise assumed to be whitdevance of this hypothesis, of course, depends on the mobile
Gaussian with spectral densityy /2. speed. Although it is clearly not valid at high velocities, our
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estimation scheme shows good performances at velocities off (4) holds and if the covariance matrix ef,, is known to
50 km/h (see Section V), which is a quite realistic value in amithin a scalar multiplicative factor, then the estimate (6)of
urban environment. Finally, the covariance malriessentially turns out to be consistent (in the sense fhabnverges toward
depends on the directions of arrival of the various paths of tilewhenA! — o). These conditions are, however, not verified
channel [10]. The slot invariance of the probability distributioin the context of the wideband CDMA mode of the UMTS.

of h,,, over a few hundred of slots is therefore realistic because

the time variation of these spatial parameters is much slowerlll. ESTIMATION OF THE CHANNEL COVARIANCE MATRIX

than the variation of the complex amplitudes of the paths (see

The conventional estimate is obtained by correlation of the
e.g., [10]).

received signal with delayed versions of the chip sequence cor-

C. Wiener Channel Estimation responding to the pilot symbols sequence

If the covariance matrixI* of h,, was known, several R 1 NPt .
schemes could be used to improve the accuracy of the conven- hi(k) = 5 D X(n+k)df, o(n). (7)
tional training sequence-based estimhjg of h,, on slotm n=0
(the detailed presentation of this estimate is shown later). \ye putx,, = (x,(0)7, ..., % (NP + L — D)T),w,,, =

The first possible scheme consists of using a Wiener estim?.[,@m(o)T o Wm(NP+L - 1)) and
of h,,. In order to explain this, assume for the moment that the T

conventional estimatﬁm can be written as Drg =
]?17’77/ - h'rn/ + 67’77/ (4) dnl7q(0) dnl7q(—1) o dnl7q(—L)

. . . drn (](1) d’nl,(](o)
wheree,, is a random vector independent lof, with known .
covariance matrix. In this case, the classical Wiener estimate : K K :
of h,,,, which is given by dm, g NP+ L —1) S o dp(NP—1)

) o 1 ) . . atelv th

E (hmhg) (E (hmhfi)) b, = T(T+%)~'h,, (5) Using (3), we get immediately that
Q

may produce significant improvement. In the context of a GSM Xy = Z Pg(DPrmg @ L)y, + w, (8)
system considered in [2], relation (4) is satisfied, and the covari- 7=0

ance matrixz of ¢,,, can be assumed to be a multipfél of the
identity matrix. AsI' is, of course, unknown, [2] proposed, if
a? is known, to estimate it by

whereg® is the Kronecke[ product and thktis the 2x 2 iden-
tity matrix. Denoting byD,,, ¢ the matrix obtained fron®D,, o
by replacing by O the terms corresponding to indices smaller

R ML y ) than 0 or greater thaiV P — 1, we can express vectar,, =
L= ;::0 b, b —o”1. 6)  (hn(0)T, ... ho(L)T)T as
. 1
If % is unknown, those authors propose to estimetdy the h,, = W(Dnz,o @ L) x,,.
smallest eigenvalue of matrid /M) > Y "1 h,, b/, This es-

timate is consistent as soon Bsis rank deficient, which is a Developing this expression, we get
condition that is often met in practice when the channel is sup- . 1 -
posed to be specular. This approach can, of course, be adapted h,, = NP ((Dm,opm,o) @ 12) h,,
if the covariance matrix of,, is a multiple of a known matrix Q
possibly different. from identity. _ B + % Z Ig ((ﬁ,ﬁf,oDm,q) @ L) hy,

A second possible scheme can be used if the mEtisrank =1
deficient or close to being rank deficient. This means that vector 1 - i
h,,, can be written ah,,, = Ug,,,, where the columns dff rep- + ﬁ(pm:o @T2)" Wy, )
resent a basis of range Bf The estimation of vectdi,, is thus .
equivalent to the estimation of vectgy,, which is an easier The estimation errof,, = h,, —h,, thus has three components.
problem because the number of parameters to be estimated {the first one is
dimension ofg,,) is smaller than the number of components of 1 -
h,,. Of course, vectog,,, may also be estimated by a Wiener [ﬁ ((Dm,ODm,O) ® 12) — Iyr41y | B
procedure. Remark that thresholding approaches are connected
to this scheme. Indeed, one can force certain compohgn(ts) whereas the second and the third coincide, respectively, with
of vectorh,,, to 0if 'y, . = E|h,,,(k)|? is smaller than a certain the second and the third term of the right-hand side of (9). Our
threshold. In this casd] has to be replaced by a selection maProblem thus differs deeply from the context used by [2], where
trix whose particular elements depend on the chosen threshdit first component is zero, and the second one does not exist
These kinds of approaches are widely used in the context[8¢€ (4) and the corresponding assumptions]. Moreover, we ob-
CDMA receivers based on Rake receivers. Only the most sgfrve the following.
nificant fingers are selected. ¢ \ectorsh,, ande,, are not statistically independent.
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» The covariance matrix af,, is not known to within a con- Therefore, (13) provides a direct way to estimBteonsistently
stant multiplicative factor; it actually depends bnand up to a constant multiplicative factor. The estimate is ndted
on the unknown distribution of the co-cell interferenceand is defined by
Moreover, due to the scrambling code, it is not time-in-
variant, i.e., it depends on the slot under consideration. F—A_ _ if{ ' (16)

The standard estimate (6) is thus not consistent in the present ~ NP YT
context, and its performance may be very poor if the multiusgr
interference and the co-cell interference terms are domlnantgﬁhe MatrixR., .. This can be interesting in order to evaluate

ite diff his th . ) : cal .
quite different approach is thus needgd to estimate mtrix the quality of the transmission. Equation (11) also shows that the
In order to present our new estimation method, we need to in-

troduce some notations. First. we denotefy the covariance present estimate is probably not appropriate if the system is not
matrixE(ﬁ le) of vectbrﬁ ’WhiCh as shoz/vn later. de endsheavily loaded and if the co-cell interference term is negligible
mEm T .. p_ w.r.t. the background noise. In this context, the maikix, is
onm. Next, we denoté\ ., as the “temporal mean” of matrices 9 N .
nearly equaltd’'+(o“/N P)I, wheres* represents the variance

A, defined by of the background noise, and the conventional estimate (6) is

note that this approach is also able to provide an estimate

_ M1 good enough. If, however, the system is heavily loaded or if
Ao = Lim - Z Ap. the co-cell interference is powerful enough, our new estimate
m= may potentially improve quite significantly the performances of
From now on, we denote by, ;. (n) the2(L + 1)-dimensional the chosen receiver. This point will be illustrated in Section V,
vector which is devoted to the numerical simulations.
T T We finally note that the result of Proposition 1 is connected
Xm,£(1) = (%m(n)" - - X (n+ L)) to the blind channel estimation schemes introduced in [14] and
and putR,,. ., = E (X (n)xm 1 (n)H) and generalized in [13]. In those works, it is shown in the context
ML of t_he time-inyariar_n channel that the d_ifference between a co-
R — m 1 Z R variance m_atrlx built from th.e observation before and after de-
0 T M oo M wame spreading is nearly proportional ith’’, whereh represents

m=0

the (fixed) channel vector. The result of Proposition 1 can be

Vectorw,, r.(n) and matrice®, ., andR.,, . are defined sim- interpreted as a generalization of the results of [13] and [14] to

ilarly. Our approach is based on the following identities. random time-varying channels and to the context of the UMTS
Proposition 1: The matricesR.. .. and A, can be written gspecifications defined in Section II-A.

as

Q
R, = Z“g T(I') 4+ Ry oo (10) IV. IMPROVEMENT OF CHANNEL ESTIMATION USING
q=0 THE CHANNEL COVARIANCE MATRIX

and A. Modified Wiener Estimation

Q
1 1
Ao=T+ NP < E ui) (T(r)—TI)+ ﬁRw,oo (11) The classical Wiener channel estimatortof is defined as
q=0 the orthogonal projection df,,, over the space generated by the

where matrixZ (') represents the block Toeplitz matrix whos€omponents of the observed random vedigr. Itis thus given

2 x 2 blocks7 (T')(k, 1) are given by by
_ P N N PN -1 .
TO)(kD= > T4 (12) by, /by, = B (hmhg) (E (hmhg{)) .
(i,9) i—j=h—1 , ,
See Appendix A for the proof. It turns out that =FE (hmhfi) A th,,

NP NP the space of finite second-order moments random variables.
However, this channel estimator cannot be implemented in
rlﬁ%ctice because it is impossible to estimate consistently the
matrix A,,,. We therefore propose to use a modified Wiener

estimate defined byxopt]ﬁm, where the matriA, minimizes

Q
A, — LRQ@,O@ = <1 _ b <Z Mi)) . (13) Where/ stands for the usual orthogonal projection operator in
q=0

Under certain standard mixing assumptions on seque
(h, ) mez (SE€, €.9., [3] for more details), the matrieks, and
R, - can be consistently estimated by

A — 1 Ail oL (1) the cost function
) M m=0 o M-1
and by c= lim_ i ,; e
~ 1 M—-1NK-1 1 M-—1 X
Rece = givig 2 2 Xma(mxms(m)”. (15) = Jim_ o 37 (b, — Ab ).

m=0 n=0 m=0
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The optimal matrixA.; is, of course, given by We thus assume that is rank deficient and denote byits
| M=t rank. In this case, the chanriel, can be written as
* 1
Aopt - <J\h£>n M E:O E[hnlh ]> A hrn = Ugrn
m=
but using similar calculations as the ones developed in A and'#ere U represents the matrix build from theeigenvectors
(the details are left to the reader), it can be shown that associated with the nonzero eigenvalue¥ pand whereg,,, is
Mol anr-dimensional vector.
lim Z Elh, ] = Let us first assume thaf is known. The estimation of vector
M—oo M mEml T h,, reduces to the estimation of theomponents of,,,, which

m=0

. is a much easier problemifis significantly smaller than the
Therefore, Ay, coincides with A 1— A and can be nymbper(L+1) of components di,,, (recall that this condition
consistently estimated by matidXA;!. Our modified Wiener is likely to hold in the context of UMTS). We propose to estimate

channel estimate is, thus, the vectoy given by vectorg,, by means of a modified Wiener estimation scheme.
h,, = fA Ui (17) For this, we remark that model (8) can be written as
Q
X = Z pg(Dp g @ 1)U, + Wi
B. Rank Reduction of Channel Subspace 7=0

In practice, the performance of the estimate = FAZlh,, The conventional estimags,, of g,,, is given byg,,, = U”h,,.
may be very poor in comparison with the performance of th&e define the following notation€2 = F(g.gil), A, =
true modified Wiener estima®A 3 h,,,. This is, in particular, E(gmg!) andAc = limy—eo(1/M) Y 01—y A, Those ma-
the case when the number of sldtsused to estimate matricestrices can be estimated b!yoo =UPA_UandQ = UTU
I andA, is not large enough compared with the dimension & thatg,,, defined by
the matrices to be estimated; in this case, the estinfatasd .

A, are not accurate enough. See, for example, [9] and [15] for Em = QA &m
a precise analysis when the matdx,, is Wishart distributed.

Fortunately, the performance of the estimhtg can be im-
proved significantly if the matrixX is rank deficient (or close However, matrixU is, of course, unknown and replaced in
to be rank deficient). This turns out to be the case in the con- P

text of the so-called multipath Clarke model [6] in the conte>8r"’mt'ce in the above procedure by the malihof the e|gen-
of which the continuous-time impulse resporiggn(£) of the Vectors associated with thegreatest eigenvalues of matiix
channel on slot is represented by m We denote b)hm the final rank-reduced estimate obtained by

replacing matrixU with matrix U in the above procedure. Itis
worth noticing that the size of matricés and A, are smaller
ha,m(t) Z Am(F) fa(t — 71) (18)  than the size of andA... Therefore, the estimatésandA .
are more accurate thdhand A.. Althoughh,,, depends on
where the complex coefficients\,, (k))x—1._x, represent the I via the eigenvectors matrid, this explains why the perfor-
complex amplitudes alV; significant paths on slotm, where mance ofh,, is better than the performance bf,, (see Sec-
the (74 )1=1,...~, are the corresponding time delays, and whetgon V).
fo(t) represent the impulse response of the shaping filter. Usu-We finally note that if (18) holds, the subspace associated
ally, the time delay$r:.),.=1,. n, are assumed constant on sewith the » greatest eigenvalues &f coincides with the space
eral slots, whereas the complex amplitudes,(k))x—1,...n, generated by vectolr) for k = 1,..., N, (which implies
are modelized by independent Gaussian random variables, it = N,). As the impulse responge(t) of the shaping filter
probability distribution of which is independent ei. Using can be assumed to be known, it is possible to estiftiay es-

is an estimator ofs,,,. The corresponding estimate hf, is,
thus, vectofUg,,.

(18), we get immediately that vecthr,, can be written as timating the time delayér,)x—1 ~,. However, the relevance of
this approach depends on (18), which is very often not exactly
h,, = Z A (E)E(73) verified. Note, in particular, that our rank-reduction procedure

uses only the assumption tHats not a full-rank matrix: a con-

wheref(r;) is a vector built from the samples ¢f (¢t — 7). dition that is much more general than (18).

If the number of paths is less thaiL + 1), the covariance
matrixI' of h,,, is clearly degenerate. Note that if (18) is valid,
the conditionI” degenerate is likely to hold in the context of the In order to simulate the propagation channel, we have used
UMTS because the number of significant paths in an outdoarrealistic simulator [7] developed by the research center of
propagation channel at 2 MHz never exceeds 6 in practice [F&ance Telecom. We have chosen a three-path channel with
and becausé is generally chosen greater than 10. time-varying complex amplitude corresponding to a mobile

1inthe Clarke model, each path is actually a superposition of elementary patlpeed of 50 km/h.
with very close delays. Moreover, the complex amplitude of the paths also desrhe spreadlng factor of the user of interest (' e., the user 0) 1S

pend ort, butitis usual to assume that they remain constant on the slot durati@b6. Each slot thus contains six useful QPSK symbols and four

V. SIMULATIONS
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Fig. 1. Mean square error of modified Wiener estimates.

QPSK pilot symbols (see [1]), which are assumed to be sentw
the same power.

The other users (users 1€ of the cell may have different
spreading factorgN,),—1 ¢ (recall that our results extend to
this case but that we have just considered the case of ident
spreading factors in order to clarify the presentation). In th
case, the load of the cell is measured by the quaptdgfined
by p = EqQ:O(l/Nq). In all the following experiments, we take
p ~ (1/5) and assume that the power control is perfect, i.¢
that the received energies per symbol of all the users coinc
E, = Nchug forg = 0,...,Q. A second basestation and
an additive white Gaussian noise are also simulated in orc
to achieve a realistic interference environment. The Gauss
background noise power represents 10% of the noise plus int
ference power.

In Fig. 1, we compare the mean square error of the conve
tional pilot based estimath,,, with the true modified Wiener
channel estimatA;olI‘ﬁm, the modified Wiener channel esti-
mate based on the estimate (6)Igfand the modified Wiener

it Error Rate

o

estimate based on the proposed estimation proceduiréid). where 5\1 > 5\2 >
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Fig. 2. Mean square error of reduced-rank modified Wiener estimates.
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Fig. 3. Bit error rate of modified Wiener estimates.

- > 5\2L+2 are the eigenvalues of the

Here, the number of slotd/ used to estimate the various maestimate ofl* arranged in decreasing order. We also plot the
trices isM = 240, which, in the context of the UMTS, corre-performance corresponding to the rank determination procedure
sponds to a duration of 160 ms. The assumed channel durationsisting of estimating by 7, which is defined as the number

is equal to 20 chips, i.el, = 20.
We observe that the classical estimate (6]'gfroduces an

of positive eigenvalues of (16).

Rank reduction significantly reduces the estimation noise

unsignificant improvement, whereas our proposed estimatmwer (from 8 to 10 dB). For both rank-estimation methods,
provides a gain between 4 and 5 dB. Nevertheless, its perfotr proposed reduced-rank estimateIoprovides good per-

mances is poor in comparison with the one of the true modifiédrmance, and when the signal-to-interference plus noise ratio
Wiener estimate. Fortunately, rank-reduction procedures allésvgreater than 8 dB, they outperform the estimate based on the
significant improvement of the mean square errors of the estigendecomposition of the classical estimate (&) of

mates. This claim is illustrated in Fig. 2, where we compare theWe now compare the performances of the various channel
performance of the proposed reduced-rank estimal2 with  estimates in terms of bit error rate. In Fig. 3, we compare the bit

the reduced-rank estimate based on the eigendecompositioerobr rate associated with a conventional RAKE receiver based
(6). In both cases, the rank of the estimatd'dé evaluated by on the various channel estimates. In other words, the decision
the procedure proposed in [12], i.e., on symbolb,,, o(!) is based on the argument of

~ L N-1
. )\z 7 1 ¢ *
# = argmin -4 (19) Do) = = S0 S B, (IN + 1+ B)eo(n) s, (IN +n)
| Ait1] N ==
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where f,,, represents one of the possible channel estimatesWe can notice, on one hand, thath,,, (\)h,,,(j)*) = T'(4, §)
The performance of the Rake receiver associated with the tidees not depend an. On the other hand, using decomposition

channel is also represented. (1) of sequencé,,, ,, we get that

We observe that the performance of the true modified Wiener
channel estimate is 2 dB less than the one of the true channel.  E(dn p(n+k — @)dp o(n +1—4)")
Without rank reduction, the proposed estimate significantly out- =c,(n+k—d)cy(n+1—-7)

performs the approach of (6), which behaves like the conven-
tional trained estimate because (6) is not a consistent estimate ) .
of I'. The rank-reduction schemes of the proposed estimate of X B p(n +k = 0)vm,q(n+1-=7)).

I allows improvement of the performances. Note that when the

rank is evaluated by the number of positive eigenvalues of the the sequences transmitted by ugemndg are independent

estimate ofl’, the performances are slightly better than if (19f)or p # g, we have,,

is used. In any case, the two schemes significantly outperforrg;l i [ i)
the estimate based on the eigendecomposition of (6) as soo g"”’(” + k= i) mg(n + —3)") .
the signal-to-interference plus noise ratio is greater than 8 dB. = E(vm,q(n +k — i)umq(n +1—4))é(p —q). (22)

X Sm(n+k—)sp(n+1—j5)*
(21)

The termE (v, o(n — k — Qv 4(n — 1 — §)*) is equal to 1

if v q(n — & —¢) andwy,, 4(n — I — 5)* correspond to the

same symbol and to 0 otherwise. Note that this quantity does not
In this paper, we have addressed the problem of estimatitgpend onn so that the first term of the right-hand side of (20)

consistently the covariance matix of the discrete-time ver- only depends om via the produck,,,(n —k—¢)s,,(n—1—j)*.

sion of a Rayleigh fading channel in the context of the WCDMAJsing A2, we get that

mode of the third-generation UMTS system. Our estimate is

based on the observation tHatan be obtained by subtracting _. 1 . o

the temporal mean of the covariance matrix of the observgt™_ M ZO Sm (N 4k = @)sm(n +1-j)

signal to the temporal mean of the covariance matrix of the m= . N\ .

pilot symbol-based conventional estimate. We have also studied ~ — Ey(s(n+k—d)s(n+1-j)7) =60 —j+1-k).

the performance of two Wiener-like channel estimators baswie

on our new estimate and have compared their performances

VI. CONCLUSION

M-1

then deduce immediately that

with those of a classical estimate Bfused in the context of M-1
mono-user systems. The simulation results have shown that tRe oo(%,1) = A}ii)noo i Z R m(k, 1)
new estimate outperforms quite significantly the classical one. m=0
We finally remark that our approach can be immediately gener- Q L
alized to the case of Ricean fading multipath channels. In this = ug Y L, d)eg(n+k — i)
context,h,,, is a noncentered Gaussian random vector. Its co- ¢=0  4,5=0
variance matrix can be estimated as in the Rayleigh channel X eg(n+1—5)6(—j+1—k)
case, whereas the estimation of its mean is obvious. X BV g(n+k — ) o(n+1— §))
+ Ry ook, D)
Q
APPENDIX A =Y mp D T(d) + Ruw(kD). (23)

PROOF OFPROPOSITION1 — L
q=0  (i,5),i—j=k—1

A. Proof of (10) Using (12), (23) becomes
By definition, we have, foi,j = 0,..., L

Q
R, (k1) = <Z ug) T(T)(k, 1) + Ry ook, D).

q=0

Rac,rn(kv l) = E(Xm(” + k)xm(” + l)*)
Replacingx,,(n + k) andx,,(n + ) by their expressions (3), B. Proof of (11)
we get The entryA,,,(k,1) of matrix A,,, is defined by

Q L A (k1) = E(hy, (k)h,, (1)*).
Rom(k,1) = Z phtg B Z hy, (Db, (5)"

p.g=0 5 7=0 Using (7), we get that
L
X p(n+k —)dpm o(n+1—5) A, (kD = 2P Z E(xnm(n+k)
n,n’ =0

+ E(wp(n +k)wy,(n+0%). (20) X X (' + 1) ¥ 0(n) dpmo(n')).  (24)
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Therefore a straightforward generalization of the strong law of large num-
| Mo bers implies that
AxlhD = MZOA’"“) fim L 3™ g (0 kD 1= 3 5 (1) 50
m= im — sm n 1)Smin — Sm(n) sm(n
NP1 M-1 M—oo M
1 m=0
~ N2p2 Z A}llnoo M E:O (Xm(n + k) X Umo(n+k —Dvmo(n +1—=3) Um,o0(n) vm,o(n)
n,n' =0 m= M_1
m ! { *drn *drn ). = 1l — S
X X (n' +1) o(n) o(n)) = ]\}li)noo i z_: E;(s(n+k—1)
Recall that for eaclw, sequencéd,,, o(n))n=o,nr—1 repre- x s(n' +1— §)*s(n)*s(n'))vmo(n + k — i)

sents theV P chips corresponding to the pilot symbols of slot

m. Therefore(d,,, o(n))n=0nr_1 iS a known deterministic se- X Um0 (" + 1= )" 0(n)" U o(n").

quence, and we have Sinces(n) is ani.i.d. QPSK sequence, (s(n+k—i)s(n' +
g * * ! H R
E(xm(n + ks (1’ + 1) dyn o(n) dyn o(n)) L= 3)"s(n)"s(n’)) is given by
= E(an(ﬂ + k)xrn(n/ + l)*)dm,o(ﬂ)*dm,o(ﬂ/)- ES (S(ﬂ + k — L)S(TL/ + l — J)*S(TL)*S(TL/))
and = 6(k = )8(1 = ) + 8(n" = m)d(k — i+ = 1)
E (X (n + k)xpm(n’ + l)*)dm,O(”)*dm,O(”/) —8(k —9)6(j — Dé(n” —n).
L
=Y ipitg Y T(i,5) From this, we get immediately that
Pa=0 HI=0 M—1
. ! VK
X E(dm,p(n-i-k — L)dm,q(n +1—3)%) lim — Z sm(n+k — L)sm(n 1= ) sm(n)* Sm(n/)
X drn,,O(n)*drn,O(n/) + E(Wrn,(n + k) M=o M m=0
X W (1 4+ 1) e 0(n)" i (). @25) X mo(n+ k= i)vmo(n’ +1 = 1) U o(n) vm o(n)
= 8(k —0)6(1 — j) + 6(n' —n)6(k —i+j—1)
The sum over the integers and ¢ in the first term of the — 8k — )80 — DS —n) (26)
right-hand side of (25) can be decomposed in three terms, J
each contributing to the value &ifmy;—.oo(1/M)E(Xm(n +  gnd that
E)xp(n' + 1)) 0(n)*dmo(n’) and, hence, to the value of
A (kD). M—1 / N
We first evaluate the contribution of the term corresponding 17~ Z dm,o(n + &k — @)dm,o(n’ +1—7)
top = g = 01in (25). As(dp 0(n))n=0 npr—1 iS deterministic, :’—0 )
this contribution is given by A 0(1) " dm o(n')
=6(k—0)86(1— j)+6(n' —n)s(k —i+j—1)
= 1 (k= 1)8(j — DS —n) 27)
N2P2 Z Z 4, 7) hm —deon—i—k—L) J :

' =04,4=0 m=0 Putting all the pieces together, we obtain that the contribution

X dpo(n +1 = 5) dm 0(n) dm o) of the term corresponding 0= ¢ = 0 in (25) to A, (k,1) is

Let us calculatelimps_.oo(1/M) Zﬁf;& dnoln + k — equal to
Ddmo(n + 1 — ) dmo(n)*dm o(n'). Using the decomposi- 1
tion (1), we get that <1 - ﬁ) Lk, 1)+ ﬁﬂk D).
ML The second term contributing to the summation in (25) is
A}lgloo_ Z dpao(n 4k = ) o(n' +1 = j)" the sum over the integer®, ¢) for ¢ > 1 and the inte-
m f , gers(g,0) for ¢ > 1. For eachg > 1 and eachm, the
X i, 0(n)" dim,o(1) sequence(dy, 4(n))n=o.. np_1 is unknown because the
=co(n +k —i)co(n' +1— j)co(n)co(n') pilot symbol sequences assigned to the usésr ¢ > 1 are
_ 1 Mzl . ) - unknown. It is therefore relevant to represent the sequence
X A}gnoo i Z Smn+k—)smn’ +1—j) (dmq(n))n=o,..Nr—1 as a random sequence aEntered
m=0 random variables(see AssumptiorA3). Using the relation
X s (n)"sm(n) E(d,, 4(n)) = 0for ¢ > 1, itis easy to show that the con-

X Up0(n + k — D) vm o(n’ +1— §)*0m0(n)*vm,o(n'). tribution of the sum over the integef8, ¢) for ¢ > 1 and the
integers(g,0) for ¢ > 1 is identically zero.
By AssumptionA2, the sequence,,(n) is assumed to coin-  The contribution of the sum ovép, ¢) with p > 1 andq > 1
cide with the realization of an i.i.d. sequence of QPSK symbolemains to be evaluated. By Assumpti®®, the sequences,, ,,
AS |vpm o(n+ k — vm o(n' +1 = ) vm o(n)*vmo(n’)| =1, andd,, , for p # g are statistically independent. Therefore, the
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contribution of the sum over indicég, ¢) for p > 1 andg > 1
reduces to the sum over the integers ¢ > 1.
Let us first evaluatiim ;oo (1/M) SN~ E(dp o (n+k—

m=0

D (0 +Hl=3)" )dp, 0(n)*dy, o(n'). Using the decomposition

(1), this term is equal to

cg(n+k—1i)c,(n' +1— j)eo(n)eo(n')

| M2
XA}linooMr;)smn—i—k i)sm(n +1—j)

X Sm(n)*sm(n’ YE(vm g(n+k —4)
X Unl,q(n/ + l - ‘7)*)Unz,0(”)*vnz,0(”/)-
AS E(vy, g(n+k —i)v,, o(n’ +1—j)*) does not depend on,
itis denoted by (vg(n+k—4)vy(n'+1—4)*) in the following.
Therefore, (28) is equal to
cqln 4k —D)ey(n’ 41— feo(n)eo(n’)
X B(ug(n+ k = i)uy(n' +1— j)°)

(28)

M-1
1 . Y
X J\}linoo i mE_O smn+k—9)s,(n +1—j)

X Sm(n)" sm (”/)Um,o (”)*Um,o(”/)

by a generalization of the strong law of large numbers.

Using again the observation that,, ,(n)| = 1 for each in-

tegerm, ¢, n this term is then equal to
eq(n+ k — d)eg(n' +1— f)eo(n)eg(n')
X B(vy(n+k — iyug(n’ +1— j)")

M-1
XA}ILH“_,;OE stn+k—1)
X s(n’ +1— 7)*s(n)*s(n'))vm,0(n) vm,o(n'). (29)
Using E;(s(n 4+ k — i)s(n’ +1 — j)*s(n)*s(n’)) = (
61— 3)+6(n’ —n)S(k— i+ —1) — 6(k—1)5(j — )(n —n),
(29) reduces to
cqln+k — i)y (n' +1— feo(n)eo(n’)
M-1
X <E(U,1(7’L)U,I( * ]\}inooM Z UrnO Urn,O(n/)>
m=0
X (6(k —)8(1— j) + 6(n—n)o(k —i+j—1)
—8(n' —n)6(k —)8(5 = 1)).
Therefore
M-1
iy 2 Bl 4=

dmy(l(n/ + l - j)*)dm,O(n)*dm,O(n/)

= cg(n)eg(n)co(n)co(n) <E(vq(n)vq(n’)*)

M-—1
)
x 8(k = D)3(1 — 5) + cyln + k — eyln + k — )"

x co(n) co(n)d(n’ —n)d(k —i+j5—1)
— cq(n)cg(n) co(n)*co(n)é(k — 0)6(5 — )é(n’ — n).
(30)

the same symbol (i.e.,if andn’ belong both td &V, . . .,

3063

We note that’ (v, (n)v, (n')*) = 1 if n andn’ correspond to
EN+
N — 1} for some integek) and O otherwise. Therefore

NP-1 Q L

2.2 2T

n,n’=0q=11,j=0

cq(n")eo(n)co(n')

(4, eg(n

M-1
X E(ug(n)ug(n')") <¢g;—§ij 1%mw0
m=0
x (0 — )51 - )
NP—-1
=T(k1) D eqlne (n)eo(n)co(n’)
n,n’=0
M-1
xmmwm@%—zwo%mﬂ
m=0

is easily seen to be equal to O because vectors
(c0(0),...,co(N — )T and (¢ (0),...,c (N — 1))T are
orthogonal forq # 0. Hence, the first term of (30) does not
contribute to the value oA (k,[). Therefore, the only term

of limp/—ao(1/M)S M0 E(qu(n + k- )qu(n +
I — 5)%)dmo(n) dno(n’) contributing to A (k1) is

§(n' —n)6(k —i+75-101) =8k —49)6( — D)é(n" — n) (recall
thatc,(n) = +£1 for eachg and each). From this, it follows
immediately that the contribution of the sum over integers
(p,q),p>1,q> 110 Ak, 1) isequal to

e ()

In order to complete the proof of (11), we still need to calculate
the contribution of the additive noise to A (k,!), which is
easily seen to be equal tv/N P)R., (&, ). Putting all pieces
together, we get that

Do) =Tk, 1) + 5755 <Z uq> r)(k, 1)

q=0

Yk, 1) — Tk, 1)).

1

Lk D)+ ﬁijoo(k,l).
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