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ABSTRACT. Consider a N X n non-centered matrix 3, with a separable variance profile:
D/, D/
S = + A, .
Vvn

Matrices D,, and Dn are non-negative deterministic diagonal, while matrix A, is de-
terministic, and X, is a random matrix with complex independent and identically dis-
tributed random variables, each with mean zero and variance one. Denote by Qn (2) the
resolvent associated to X, 3}, i.e.

Qn(z) = (EnE;j — ZIN)71 .
Given two sequences of deterministic vectors (un) and (v,) with bounded Euclidean
norms, we study the limiting behavior of the random bilinear form:

uy Qn(2)vn , VzeC—Rt,

as the dimensions of matrix 3, go to infinity at the same pace. Such quantities arise in
the study of functionals of 3,3} which do not only depend on the eigenvalues of ¥, %7 ,
and are pivotal in the study of problems related to non-centered Gram matrices such as
central limit theorems, individual entries of the resolvent, and eigenvalue separation.

AMS 2000 subject classification: Primary 15A52, Secondary 15A18, 60F15.
Key words and phrases: Random Matrix, empirical distribution of the eigenvalues, Stielt-
jes Transform.

1. INTRODUCTION
The model. Consider a N x n random matrix %, = (£f;) given by:

JAN

1 ~ 1
D2X,D2
e +An = Y;L +An ) (11)

N

where D,, and D,, are respectively N x N and n x n non-negative deterministic diagonal
matrices. The entries of matrices (X,,), (XJ; ; i, j,n) are complex, independent and identically
distributed (i.i.d.) with mean 0 and variance 1, and A, = (a}}) is a deterministic N x n
matrix whose spectral norm is bounded in n.

Zn =

The purpose of this article is to study bilinear forms based on the resolvent @, (z) of
matrix 3,37, where ¥¥ stands for the hermitian adjoint of X,

Qn(2) = (S — 2Iy) ",
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as the dimensions N and n grow to infinity at the same pace, that is:
N N
0 < liminf— < limsup— < o0, (1.2)
n n
a condition that will be referred to as N,n — oo in the sequel.

A lot of attention has been devoted to the study of quadratic forms y* Ay, where y =
n*I/Q(Xl, - X,)T, the X;’s being i.i.d., and A is a matrix independent from y. It is well-
known, at least since Marcenko and Pastur’s seminal paper [15, Lemma 1] (see also [4,
Lemma 2.7]) that under fairly general conditions, y* Ay ~ n~'Tr A.

Such a result is of constant use in the study of centered random matrices, as it allows to
describe the behavior of the Stieltjes transform associated to the spectral measure (empirical
distribution of the eigenvalues) of the matrix under investigation, see for instance [19], [20],
[11, 12], etc. Indeed, the Stieltjes transform of the spectral measure writes:

1 1 &
fal2) = T Qu(2) = 1 SIQu()]a(2)
i=1
where the [@Q,(2)]#’s denote the diagonal elements of the resolvent. Denote by 7j; the ith
row of 3, and by X, ; matrix 3, when row 7; has been removed, then the matrix inversion
lemma yields the following expression:

[Qn ()]s = !

_Z (1 + ﬁi(E;iEn,i - ZI)ilﬁ;k) .

In the case where ¥, = n~1/2X,,, the quadratic form that appears in the previous expression
can be handled by the aforementioned results. However, if 3,, is non-centered and given by
(1.1), then the quadratic form writes:

Qi (2)iif = §:Qi(2); + @ Qi(2)F + §:Qi(2)a; + @i Qi(2)ay
where Qz(z) = (Z:‘M»Emi —2I)7!, and §; and a; are the ith rows of matrices Y,, and A,,.
The first term can be handled as in the centered case, the second and third terms go to

zero; however, the fourth term involves a quadratic form @,Q;(z)a; based on deterministic
vectors.

It is of interest to notice that, due to some fortunate cancellation, the particular study of
bilinear forms of the type u! Q. (z)v, or their analogues of the type ﬂnQn(z)ﬁ,’; can be cir-
cumvented to establish first order results for non-centered random matrices (see for instance
[8], [12]). However, such a study has to be addressed for finer questions such as: Asymptotic
behavior of individual entries of the resolvent, Central Limit Theorems [14], behavior of the
extreme eigenvalues of ¥,,37 , behavior of the eigenvalues and eigenvectors associated with
finite rank perturbations of ¥,,3% [6], behavior of eigenvectors or projectors on eigenspaces
of Q(z) (see for instance [3] in the context of sample covariance (centered) model), etc.

In a more applied setting, functionals based on individual entries of the resolvent [1, 2]
naturally arise in the field of wireless communication. Moreover, the asymptotic study of
the quadratic forms u} @, (z)u, is important in statistical inference problems. In the non-
correlated case (where D,, = Iy and En = I,,), it is proved in [21] how such quadratic forms
yield consistent estimates of projectors on the subspace orthogonal to the column space of
A,,. Such projectors form the basis of MUSIC algorithm, very popular in the field of antenna
array processing. A similar approach has been developed in [16], [17] for sample covariance
matrix models.
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It is the purpose of this article to provide a quantitative description of the limiting behavior
of the bilinear form v} Q,,(z)v,, where w,, and v,, are deterministic, as the dimensions of 3,
go to infinity as indicated in (1.2).

Assumptions, fundamental equations, deterministic equivalents. Formal assump-
tions for the model are stated below, where || - || either denotes the Euclidean norm of a
vector or the spectral norm of a matrix.

Assumption A-1. The random variables (XZ ; 1<i<N,1<j<n,n>1) are complez,

independent and identically distributed. They satisfy EXT; =0 and IE|XZ»"j|2 =1.

Assumption A-2. The family of deterministic N X n matrices (Ap,n > 1) is bounded for
the spectral norm as N,n — oo:

Amax = sup |4, < oo .
n>1

Notice that this assumption implies in particular that the Euclidean norm of any row or
column of ||A4,] is uniformly bounded in N,n.

Assumption A-3. The families of real deterministic N X N and n x n matrices (D) and

(Dy) are diagonal with non-negative diagonal elements, and are bounded for the spectral
norm as N,n — oo:

dmax = sup ||D7LH < oo and C'imax = sup ||DnH <00
n>1 n>1

Moreover,

1 ~ 1 ~
dpin =inf =Tr D, >0 and dmpiyn =inf —TrD, >0 .
N N n n

We collect here results from [12].
The following system of equations:
- RN -1
5(z) = imD, (—Z(IN £ 5(2)Dn)In + Ay (In + 5(z)Dn) A;;)
1 1 s S C - RJ’_
5(z) = 1mxD, (Z(In +6(2)Dy) + A% (IN + S(Z)Dn) An>

(1.3)
admits a unique solution (8,8) in the class of Stieltjes transforms of nonnegative measures?
with support in R*. Matrices T},(z) and T},(z) defined by

T.(2)

(—z(JN £ 5(2)Dy) + Ay (In +5(Z)Dn)71 A;>_1 »
To(z) = (—Z(In +8(2)Dy) + A% (IN +5(z)Dn)1An>_1 |

are approximations of the resolvent @, (z) and the co-resolvent Q,,(z) = (X%, — zIy) ! in
the sense that (2% stands for the almost sure convergence):

1 a.s.
NTI' (Qn(Z) — Tn(Z)) m O 3

n fact, § and § are the Stieltjes transforms of measures with respective total mass n~'Tr D,, and
—1 o
n—+TrD,.
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which readily gives a deterministic approximation of the Stieltjes transform N~1TrQ, () of
the spectral measure of ¥, %7 in terms of 7, (and similarly for @,, and 7T,,). Matrices T},
and T, will play a fundamental role in the sequel.

Nice constants and nice polynomials. By nice constants, we mean positive constants
which depend upon the limiting quantities dmin, Jmin, dmax, Jmax, Gmax, liminf 7—]\{ and
lim sup % but are independent from n and N. Nice polynomials are polynomials with fixed
degree (which is a nice constant) and with non-negative coefficients, each of them being a
nice constant. Further dependencies are indicated if needed.

Statement of the main result. Let §, be the distance between the point z € C and the
real nonnegative axis R*:

8, = dist(z,RT) . (1.5)
Here is the main result of the paper:
Theorem 1.1. Assume that N,n — oo and that assumptions A-1, A-2 and A-3 hold true.

Assume moreover that there exists an integer p > 1 such that suan|Xl7}|8p < oo and let
(un) and (v,) be sequences of N x 1 deterministic vectors. Then, for every z € C — RT,

1 1
E [u}, (Qn(2) = Tn(2)) va | < 5 2o(l2)) ¥y (52> [ e A (1.6)

where ®, and ¥, are nice polynomials depending on p but not on (u,) neither on (vy).

Remark 1.1. Apart from providing the convergence speed O(n~?), inequality (1.6) provides
a fine control of the behavior of E|u*(Q — T')v|? when z is near the real axis. Such a control
should be helpful for studying the behavior of the extreme eigenvalues of ¥, %7 along the
lines of [4] and [5].

Remark 1.2. Influence of the eigenvectors of AA* on the limiting behavior of u*Qu. Consider
a matrix ¥ with no variance profile (D = Iy, D = I,) and let T be given by (1.4). Matrix

T writes in this case:
- AA* N\ !
T=|—-2(1+6)I .
< z(140)I + 1+5)

Denote by VAV™ the spectral decomposition of AA*, and by Ta:

g AN\t
Th=|—-2140)I+ —— .
A ( 2(1+ )1 + T 6)
Obviously, T'= VITAV* and by Theorem 1.1, u*Qu — u*VTAV*u — 0 . Clearly, the limiting
behavior of u*Qu not only depends on the spectrum (matrix A) of AA* but also on its
eigenvectors (matrix V).

Contents. In Section 2, we set up the notations, state intermediate results among which
Lemma 2.6, which is the cornerstone of the paper. Loosely speaking, this lemma whose idea
can be found in the work of Girko [9] states that quantities such as

n
> utQiaia; Qiu

i=1
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are bounded. This control turns out to be central to take into account Assumption A-2. An
intermediate deterministic matrix R, is introduced and the proof of Theorem 1.1 is outlined.
Basically, the quantity of interest u*(Q — T)v is split into three parts:

u'(Q—T)v=u"(Q —EQ)v +u"(EQ — R)jv+u*(R—T)v,
each being studied separately.

In Section 3, the proof of estimate of u*(Q —EQ)wv is established, based on a decomposition
of Q — EQ as a sum of martingale increments. Section 4 is devoted to the proof of estimate
of u*(EQ — R)v; and Section 5, to the proof of estimate of u*(R — T')v.

Acknowledgment. This work was partially supported by the Agence Nationale de la
Recherche (France), project SESAME n° ANR-07-MDCO-012-01.

2. NOTATIONS, PRELIMINARY RESULTS AND SKETCH OF PROOF

2.1. Notations. The indicator function of the set A will be denoted by 1 4(), its cardinality
by #.A. Denote by aAb = inf(a,b) and by aVb = sup(a,b). Asusual, Rt = {z € R : z > 0}
and C* = {z € C : Im(z) > 0}; similarly C- ={z € C : Im(z) < 0};i=+/-1;if z € C,
then Z stands for its complex conjugate. Denote by . the convergence in probability of

random variables and by L, the convergence in distribution of probability measures. Denote
by diag(a;; 1 < i < k) the k x k diagonal matrix whose diagonal entries are the a;’s. Element
(¢,7) of matrix M will be either denoted m;; or [M];; depending on the notational context.
if M is a n x n square matrix, diag(M) = diag(m;;; 1 < i < n). Denote by MT the matrix
transpose of M, by M* its Hermitian adjoint, by Tr (M) its trace and det(M) its determinant
(if M is square). We shall use Landau’s notation: By a, = O(b,), it is meant that there
exists a nice constant K such that |a,| < K|b,| as N,n — cc.

Recall that when dealing with vectors, || - || will refer to the Euclidean norm; in the case
of matrices, || - || will refer to the spectral norm.

Due to condition (1.2), we can assume (without loss of generality) that there exist 0 <
0~ < 0T < oo such that
N
VN,n € N*, o< = < et

n
We may drop subscripts and superscripts n for readability.

Denote by Y the N x n matrix n='/2DY2X D'/2; by (n;), (a;), (z;) and (y;) the columns
of matrices 3, A, X and Y. Denote by ¥;, A; and Y}, the matrices ¥, A and Y where
column j has been removed. The associated resolvent is Q;(z) = (¥;57 — 2Iy)7L

Denote by E; the conditional expectation with respect to the o-field F; generated by the
vectors (yg, 1 < ¢ < j). By convention, Eq = E.

Denote by E,; the conditional expectation with respect to the o-field generated by the
vectors (ye, £ # 7).

2.2. Classical and useful results. We remind here classical identities of constant use in
the sequel. The first one expresses the diagonal elements of the co-resolvent; the other ones
are based on low-rank perturbations of inverses (see for instance [13, Sec. 0.7.4]).
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Diagonal elements of the co-resolvent; rank-one perturbation of the resolvent.

W) = ST =y
Q@) = Q) - LEUIEE 22)
Q) — )+ S (23
L+ n;Q;m; 1_771;@7] : (2.4)
A useful consequence of (2.2) is:
Q) = —5 B Q). 2:5)

1+ 03Q,(2)n;
Recall that §, = dist(z, R"). Considering the eigenvalues of Q(z) immediately yields:
1
< —.
Q@I < 5
Taking into account the fact that
1 1
= and — ———————
z(1+n*1djTer +G;Qjaj) Z(1+an]77])
are Stieltjes transforms of probability measures over RT, and based on standard properties

of Stieltjes transforms (see for instance [12, Proposition 2.2]), we readily obtain the following
estimates:

1 1
- <l na %gﬂ, Ve C—RT. (26)
1+ LT DQ; +a2Qya;| — 9 1+ n;Qm;| — 02

The following lemma describes the behavior of quadratic forms based on random vectors
(see for instance [4, Lemma 2.7]).

Lemma 2.1. Letx = (x1,--- ,x,) be anx1 vector where the x;’s are centered i.i.d. complex
random variables with unit variance; consider p > 2 and assume that E|z1|** < oco. Let
M = (my;) be a n x n complex matriz independent of x. Then there exists a constant K,
such that

E|z* Mz — Tr M|P < K, (Tr MM*)P/* .
Let u € C™ be a deterministic vector, then:
Elz*ul” = O(||ul”) .
Moreover,
E|z||” = O(n?) .

Note by D = diag(d;; 1 <i < N) and D = diag(d;; 1 <1i < n). Gathering the previous
estimates yields the following useful corollary:

Corollary 2.2. Let z € C—R™, and let p > 2. Denote by A; the quantity:

Aj = anjT]j — ;]TI'DQ] — anjaj .
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Then
1
Ey, A" =0 (M) :

Theorem 2.3 (Burkholder inequality). Let (Xj) be a complex martingale difference sequence
with respect to the filtration (Fy). For every p > 1, there exists K, such that:

> Xy <K, (E <ZE (1 Xk | fk1)> + ZIEXk|2p> .
k=1 k=1

k=1

E

A result on holomorphic functions:

Lemma 2.4 (Part of Schwarz’s lemma, Th.12.2 in [18]). Let f be an holomorphic function
on the open unit disc U such that f(0) = 0 and sup,¢y |f(2)] < 1. Then |f(2)] < |z| for
every z € U.

Rules about nice polynomials and nice constants. Some very simple rules of calculus related
to nice polynomials will be particularly helpful in the sequel:

If (Pr,1 < k < K) and (Pg,1 < k < K) are nice polynomials, then there exist nice
polynomials @ and ¥ such that:

K
3 Bu(@)Uily) < B(a)U(y) for 2,y > 0. (2.7)
k=1

Take for instance ®(z) = Y1, ®x(z) and W(z) = Y0 Uy (x).

If ®; and ¥, are nice polynomials, then there exist nice polynomials ® and ¥ such that:

Dy (2)W1(y) < @(2)¥(y) for z,y>0. (2.8)
Take for instance ® = 271(1 + ®;) and ¥ = (1 + ¥;) and note that:
5@ ) < 20+ n @) < D 0 gy y)

The values of nice constants or nice polynomials may change from line to line within the
proofs, the constant or the polynomial remaining nice.

2.3. Important estimates.

Lemma 2.5. Assume that the setting of Theorem 1.1 holds true. Let u be a deterministic
complex N x 1 vector. Then, for every z € C — R™T, the following estimates hold true:
P

Zn Ot O 1
E Ej,1 (’LL Qajan u) < Kp 6217 y (29)
Jj=1 z
* * )k % |Z|p ||’LL|| P
ED B (wQumQu) | < K=—p—, (2.10)

Jj=1

where K, and K, are nice constants depending on p but not on ||u).

Proof of Lemma 2.5 is postponed to Appendix A.
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Lemma 2.6. Assume that the setting of Theorem 1.1 holds true. Let u be a deterministic
complex N x 1 vector. Then, for every z € C — R*, the following estimates hold true:

B (@)’ < #(:h¥ () 211)

j=1

IN

P

E Z E;_1 (u*Qjaja;qu)

J=1

IN

B (5 ) i, (2.12)

where ®, U, ® and ¥ are nice polynomials not depending on ||u|.

Proof of Lemma 2.6 is postponed to Appendix A.

In order to proceed, it is convenient to introduce the following intermediate quantities
(z € C—R™):

an(z) = %TanJEQn(z)7 n(z) = %Trf?nEQn(z), (2.13)
R.(z) = (—Z(IN+d(z)Dn)IN+An (In—i-a(z)f)n)lA;‘l)_ , (2.14)
Ruz) = (-2 t+a()D) + A5 Uy +a(2)D) 4 4,) | (2.15)

A slight modification of the proof of [12, Proposition 5.1-(3)] yields the following estimates:
1 - 1
1B < 5 IBaz)] < 5= forz€C-RT
and

IT.(2)] < IT.(2)| < for ze C—RT .

1 1
6, 4,
2.4. Main steps of the proof. In order to prove Theorem 1.1, we split the quantity of
interest u*(Q — T)u into three parts:

u'(Q—T)v=u"(Q —EQ)v +u"(EQ — R)jv+u*(R—T)v,

and handle each term separately. Precise results are stated in the following three proposi-
tions.

Proposition 2.7. Assume that the setting of Theorem 1.1 holds true. Let (uy) and (v,) be
sequences of N x 1 deterministic vectors. Then, for every z € C — RT,

1 1
E |u;, (Qn(2) = EQu(2)) val™ < 5 2o(l2]) ¥y (52> e | 0 177,

where &, and ¥, are nice polynomials depending on p but not on (u,) nor on (v,).
Proposition 2.7 is proved in Section 3.

Proposition 2.8. Assume that the setting of Theorem 1.1 holds true.

(i) Let (un) and (vy,) be sequences of N x 1 deterministic vectors. Then, for every
2 €C—RT,

* —zviziuv
i, (EQu(2) mx»uswﬁum{&>nmm
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where ® and ¥ are nice polynomials, not depending on (u,) nor on (vy,).
(ii) Let M, be a N x N deterministic matriz. Then, for every z € C — RY,

1 1
< = _
< 2o (5 ) I

where ® and ¥ are nice polynomials, not depending on M,.

lTr M,EQ.,(z) — lTr M, R, (2)
n n

Proposition 2.8-(i) is proved in Section 4; proof of Proposition 2.8-(ii) is very similar and
thus omitted.

Proposition 2.9. Assume that the setting of Theorem 1.1 holds true. Let (uy) and (v,) be
sequences of N x 1 deterministic vectors.

Then, for every z € C — RT,

05, (70 () = To(e)) 0l < 200D (5 Hual ol

where ® and ¥ are nice polynomials, not depending on (u,) nor on (v,).

Proposition 2.9 is proved in Section 5.

Theorem 1.1 is then easily proved using these three propositions together with inequality
|z +y + 2% < Kp(|2[* + [y[*? +[2]*) and (2.7).

3. PROOF OF PROPOSITION 2.7

Recall the decomposition:
u'(Q—T)v=u"(Q —EQ)v+u"(EQ — R)v+u*(R—T)v .
In this section, we establish the estimate:
. 1 1
Elu (Q(2) ~ BQE) o < S,y (5 ) Il ol (3.1)
for z € C—R*.

3.1. Reduction to unit vectors and quadratic forms. Assume first that estimate (3.1)
holds true for deterministic vectors of norm one, then it holds true for any deterministic
vector. Indeed, just consider
Uy, = tn_ and 9, = U
[[un]| [[onll
and use the bilinear property. It is therefore sufficient to establish (3.1) for unit vectors wu,,
and v,.

Assume now that (3.1) holds true for quadratic forms, that is:

Elu (Q(:) ~ BQ:) uf” < -, (a)wy (5 )l (32
Let u,, and v,, be unit real vectors and write:
20 (Q-Tw = (u+v)(Q—T)(u+v)—i(u+iv)"(Q—T)(u+ iv)
—(1=1) (W(Q-Tu+v"(Q —T)v) .
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All the terms of the right hand side can be estimated with the help of (3.2); hence, applying
(2.7) yields (3.1) for unit and real vectors. Generalization to complex unit vectors w, and
vy, is straightforward.

In order to establish estimate (3.1) for the bilinear form u*(Q — EQ)v, it is therefore
sufficient to establish estimate (3.2) for the quadratic form u*(Q —EQ)u and for unit vectors
||l (just consider u/||u|| if necessary).

3.2. Martingale difference sequence and Burkholder inequality. We first express the
difference u*(Q — EQ)u as the sum of martingale difference sequences:

M-

u(Q — EQ)u (Ej —Ej—1)(u"Qu)

<
Il
—_

M-

(Ej —Ej—1)(u(Q — Qj)u)

:_i@—%ﬂCWﬁWM>

L+ n;Qim;

<
Il
—

1>

~> (& —E;i1)l; .
j=1

j=1

One can easily check that ((E; — E;_1)I';) is the sum of a martingale difference sequence
with respect to the filtration (F;,j < n); hence Burkholder’s inequality yields:

2p
El ) (E; —E;_1)T;

1

n

J

n D n
2 2
<K E(ZEj_1|(]Ej—Ej_1)Fj|> + Y EIE —E)07 ) . (33)
j=1

j=1

Recall the definition of A; = n7Q;mn; — n_lcijr DQ; — ajQja;. In order to control the
right-hand side of Burkholder’s inequality, we write I'; as:

r. — U anjanju o anjanju " 14+ ;’TrDQj +anjaj
J * - * 7.
L+ n5Q;m; LEmQing 14 LTy DQ; + a3Qja;
u*Q;min;Qju " 1+njQ;m; — A,
LEmQing 14 4Tv DQ; + a3Qja;
A
= Ty =Ty,
where
Ty, Q;nn;Q; and Ty, = 8 (3.4)

1+ 4T DQ; + atQja; 1+ 4T DQ; + a3Qjay

In the following proposition, we establish relevant estimates.
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Proposition 3.1. Assume that the setting of Theorem 1.1 holds true. There exist nice
polynomials (®;,1 <i <4) and (¥;,1 < i < 4) such that the following estimates hold true:

n p
E(ZEjl I(E; — Ejl)F1j2>

Jj=1

(3.5)

IN
o
=
x
(S
A/~
Qq)—‘
~

IN

ZE| E;—1)yl™ %%(\zl)% i) : (3.6)

(
(ZEJ 1 E;j_1)Ty* )p %%(\zl)‘l’s (;) , (3.7)
> EIE BT = Leuae (5 ) 58)

j=1

It is now clear that the proof of Proposition 2.7 directly follows from Burkholder’s in-
equality together with the estimates of Proposition 3.1. The rest of the section is devoted
to the proof of Proposition 3.1.

IN

3.3. Proof of Proposition 3.1: Estimates (3.5) and (3.6). We split I'1; as I'1; = x1; +
X2j + X3, where:

- ;*ijjy;*qu ,
1+ LTr DQ; + a3 Qjay
X2j = gy;quu*Qjaj + ;;quu*ijj ;
1+ 2Tr DQj +ajQja; 1+ FTrDQj +ajQja;
- u*Qjaja;‘qu

1 + ] TI‘ DQJ + a;?Qjaj

Notice that (E; —E;_1)(x3;) = 0, hence x3; will play no further role in the sequel. As Q;
is independent from column y;, we have:

:C;fDl/Qquu*Qle/ng - Tr DQjuu*Q;

(Ej —E;j-1)(x1;) = 2E; T ; (3.9)
n 1 + #TI'DQJ + anjaj
and
2
~2
@ dyay ¥ DY2Q uu*Q;DY?x; — Tr DQjuu*Q;
Ejo1 [(B —Ej—1)(xi))? < —22 xR, |- . T : ! ’ S
" 1+ 5 Tr DQ; + a;Q;a,
~2
) d 2 2
< %% X Ejfl |:E1/J .’E;DI/QQJ‘U’U,*QJ*DI/2J}J‘ —Tr Dquu*Qj’ :|
© &iax s 1/2 * 1/2 1/2y%, % yx y1/2
< Kompelo X B (Tr DV2Qjuu* ;D2 DY 2Qju ;D)

z

_ ( |2 ) (3.10)
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where (a) follows from Jensen’s inequality, (b) from estimate (2.6), and (¢) from Lemma 2.1.

Thus
n 9 p | Z|2p
B( X IE B ) = o(fh) @)
J= z
We now turn to the contribution of x2;. Arguments similar as previously yield:

Ejo1 (B —Ej—)Oe2i)* = Ejor [Ejxesl” < Byt oyl

2

< 2g, ) 23 D'2Q uu*Qa; N a}Q uu*Q; DY 2z,
< i— - h
2 |z|? £ y1/2 « % y1/2 . o
< E?Ej—l (Eyf(l’jD Quu*Q;D'V?x;) x u*Qja;a;Qu
+E,, (a0 Qju" QD" 20;) x ' Qs Quu) |
K |z]? e . .

Now, using Eq. (2.12) in Lemma 2.6 yields:

B e -maf) = et (5) e

Hence, gathering (3.11) and (3.13) yields estimate (3.5).

We now establish estimate (3.6). As previously, consider identity (3.9); take it this time
to the power p. Using the same arguments as for (3.10), we obtain:

2p |Z|2p
EIE; —Ei-)00)™ = O )
hence:
- 2p i
EY B —Ei1)(xiy)l” = O —1g% ) (3.14)
j=1 z

Similarly, using the same arguments as in (3.12), together with elementary manipulations,
we obtain:

K ‘Z|2p * )k * * * )k
Ej1|(By —Ejo)(xo)™ < T (Ej—1 (v Qjaja;Qju)” +Ej (w'Qja;a;Q5u)") -
Due to the rough estimate (A.1), we obtain

K |2
np §%—4

E|(E; — E;-1)0)® < (B (" Qja;0;Qs0)" + E (u*Qja;05Q5u)%)

which after summation, and the estimate obtained in Lemma 2.6, yields:

n

BN - B < (D () | .15

j=1

where ® and U’ are nice polynomials. Gathering (3.14) and (3.15) yields estimate (3.6).
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3.4. Proof of Proposition 3.1: Estimates (3.7) and (3.8). We split I'y; as I's; = x1; +
X2; + X3j, where:

uw*Qja;a%Q u
VP W /L R—
(L+n;Qim;)(1 + S Tr DQ; + a5 Q;a;)

Qi yrQiu
Xoj = A x QJZ/]ZIJQJ :

* d~ *
(L+n;Qim;)(1 + S Tr DQj + a;Qja;)
u*Q;y;a;Qju + u*Qja;y; Qju

X3 = Ay x 7 '
(L+n5Q m;)(1 + L Tr DQ; + a3Qjay)

Consider first:
Ei [(E; —Ejm)Oa)” < 2Bji|xy)?
(@) K|Z|4 * * * —-17
< S B [ Qe Quu (v Q- n'd T DQ;)
z
K z 4 * * * * 2
+ ;4| Ej |“ QjajanjU (ijjaj + anjyj)| )

z

2

S %Ejfl |:’LL Qjajanju ]Eyj ijl/QQjD1/2LUj — TI‘DQJ’ ]
+7K‘Z|4E [U*Q'ava*Q*-u]E (:c*-‘Dl/zQ‘ava*Q*Dl/zx')}
n 68 j—1 JOi 4 y; g jlitl g J
K|Z|4E‘ *O.a.a 0 u F. *DY20%q.a*0. DY 22,
+ et 1 u Qja;a;Q5u By, (2 Qjaja;Q; ;)
© K]
<

E;, 1 (v Qja;aiQ%u) ,
n(ii J 1 Q]J]Q] )
where (a) follows from (2.6), (b) from the fact that |u*Qja;a;Qju| < Ké_?and lu*Qja;a;Qjul <
K622, and (c) from Lemma 2.1. From this and Lemma 2.6, we deduce that:

p

B EAIE Bl ] < Selv(g) . G

j=1
Consider now:
(a) ®) K|z|*
Ejo1 (B —Ej1) (o) < 2Ej_ilxz;> < ;4‘ E;j 1

z

© Kz’

— b
n3 Lo

* 4 2
Y; QJU| |Aj|

where (a) follows from the triangle and Jensen’s inequality, (b) from (2.6) and (¢) from
Cauchy-Schwarz inequality, Lemma 2.1 and Corollary 2.2.
Hence,

P

- 2 |2|*
E{ D Eil(E —Ei)0e)l | = O(nz,, 5)
j=1 z
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Similarly, one can prove that:
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> B (B — Ej1)(xsy)I

j=1

Gathering the previous results yields the bound:

ZE] 1]

D E|(E; - Ej-1)(x1,)

Jj=1

IN

<

Ej_1)(T2)[

K[

8%

K\Zl4
np §10p—4
z

;ﬁum@<

p

J.

P

_ of
- O(mwya'

1, (1

We now evaluate the second part of Burkholder’s inequality (and may re-use notations @
and V¥ for different polynomials).

1

ZE“QM%QW E,, |2,/
ZIE u*Qja;a3Q; u) (u*Qjaja;Q;u)zp_2

Z]E U QJaJaJQ u)

).

where (a) follows from Corollary 2.2 and the last estimate, from Lemma 2.6. Similar com-

putations yield:

D E|(Ej —Ej1)(x2)”

j=1

IA

> EI(E; —Ej—1)(xs)|* <

Jj=1

1

! !/ 1
v ()

1 1
2p—1 7 (|2])w” ((Sz) )

the first of these inequalities requiring the assumption sup,, E|X{‘j|8p < o0 in the statement
of Theorem 1.1. Gathering these three results yields:

E:E

and Proposition 3.1 is proved.

Ej_1)(T2;)*

<

B(:0% (5 ) -

4. PROOF OF PROPOSITION 2.8

Recall the decomposition:

uw(Q—T)v=u"(Q—-—EQu+u(EQ — Rv+u" (R—T)v .

In this section, we establish the estimate:

u” (BEQ(2) —

¥

o (5 ) ol
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The argument referred to in Section (3.1) still holds true here; therefore it is sufficient to
establish:

u (BQ() — R(2))u] < —=a(|2])w (1) , (4.1)

n 0.

for z € C — R* and for a unit vector w.
Recalling that
R= [—z(l +aD) + A(I + aD)—lA*} o
the resolvent identity yields:
Ww(R-—Qu = uwRQ*'-RHQu,

= u*R (EZ* —A(I + aﬁ)*lA*> Qu + zau*RDQu

§ n . n aja;f .
= u'R in; — — | Qu + zau*RDQu ,

(@) z": w* Rn;n; Qju B i: u*Raja;qu
L+ n;Q;n; 1+ ad;

i=1 =t
" wrRa:a*Q.n:1 Qs " d. 1
—|—Z J ]QJan]QJ~ _ ZdJE — U*RDQU ;
oA+ Qm)(+ad) mn \LEnjQm;
2 7z .

J
1

J
where (a) follows from (2.2) and (2.5), together with the mere definition of &.

n

As usual, we now write 1; = y; + a;, group the terms that compensate one another and
split Z; accordingly:
Zj = Zvj+ Zaj + Lz + Zaj
where
yjQuu'Ry;  d, ( 1

Zl' = 2z - - JEl -
’ L+n:Qimn;  n \1+n;Q;n;

(ad; — y; Qyy;)u* Ra;a;Q u

) u*RDQu ,

sz = N =
(1 +m:Q n;)(1 + ady)
p B y;qua;‘-ijj x u*Ra;
37 — . =~ 9
(1 +m:Qyn;)(1 + ady)
u* Ry;jaiQju+ u* Rajy; Qju
Z4j =

L+n7Q;n;
_y;‘Qjaju*Raja;qu +a;QjyjuRaja;Qju
(1+n:Qin;) (1 + ad;)
u*Raja;Qja;y; Qju + u*Raja;Q y;a;Q u
(14 n:Q;m;)(1 + ad;)

The rest of the section is devoted to establish the convergence to zero of the terms E 2;21 Zyj
for 1 </ <4.
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4.1. Convergence to zero of ) EZ;;. We have

EZ; = E M _QE % E(u* RDQu)
L4 n;Q;4n; no \ 1+n;Q;n;
_ E y; Qjuu* Ry; _; u*RDQju
1+ n;Q;m; n \ 1+n7Qm;
d; w*RDQ;u
+-2L |E J E(u*RDQ u
n <1+77JQJ77J> <1+77ng77]> ( J )]
d:
+-LE E(u*RD(Q; — Q)u
n <1—|—77]anj> Ju)
I

X1 + X25 + X35

We first handle x;;. Recall that A; = n;anj—nflcijTr DQj—a;Qja;. Since Ey, (y;Q uu” Ry;)
din~'u*RDQju, we get:

_r y;Qjuu*Ry; \  d; [ w*RDQju
L\ 1+nQ5m; n \L+n;Qim; )|’
1
= E

1 d;

P - - y*quu*Ryjj(U*RDqu)> 7
L+njQini 14 LTr DQ; + a3Q;a; (j n

= E|A,

y; Qjuu*Ry; — ?( *RDQju)

(1 "‘WijUj)(l + ?JTrDQ] +aQja;)
Hence,

_ 9 1/2
z|? * dj *
ol < B BIAR B0 Ry - EorrDow)| |
B2 1 1 Fs
< Bl - w2 - 0 .
- Vné. . nd? n3/28°

Summing over j yields the estimate Y. |x1,| =

=0 (|z|2n_1/25;5).

We now handle x2;. Using the inequality cov(XY)

K
el < 'Z'wm “RD(Q; — EQ,)uf*

Hence, applying Proposition 2.7 to |[u*RD(Q; — EQ;)ul
estimate Y [xa;| = n~1/2®(|2])¥(

o7h).

var(X)var(Y), we get

and summing over j yields the
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Let us now handle the term x3;

n *

|X3j|

IS

E(w*RD(Q; — Q)u)| ,
1+m%m>< (@ - Q)
. KLl [wRDQm0,

n o, 1+77ij77j

Now, as

K z
= | | \/E| *RDQ]T]J| \/EanQ]u‘z
K| |2
<
n

(E|“ RDQJ771|2 + Eln; Qjul )
Elu*RDQ;n;|> = Eu RDQ;y;y; Q; DR u + Eu" RDQjaja;Q; DR”
E|77;qu|2 = EU*Q;yjijjquEu Q a]a]Q_]
Gathering the partial estimates yields

it remains to sum over j and to apply Lemma 2.6 to get the estimate ) . [x3;| = n

Lo (l2]) W (o).
(=) w(8;")
’EZZU < — (4.3)
4.2. Convergence to zero of Zj EZ3;. Recall that
Zn; ( Y; ijj)u*RajagQ]
(1 +m:Q n;)(1 + ady)
We have:
Bzl € o Rafe|(ed,

—Y; ij])a Qj ’

|u Ra]\\/ E|G;Qj“|2\/E ‘O‘CZJ‘ —Y; QjY;
z
2 (w Raga;
< o2 !

*Raja; Ru + Eu*Qja;a;Q);
the difference as

2

> \/E ’adj —Y; Qjy5| (4.4)
where (a) follows from (2.6). In order to estimate the remaining square root, we decompose
dj —y;Qjy; =
Hence

2imy

3

TrD(EQ — Q) +
Elad; — y;Q;y;/?

]TrD(Q Q;)+ d; TrDQJ
<K

y; Q;y;
SE[TDEQ - Q)F + 3BT D@~ @) +E

Gy DQ;
n

—Y;QjY;
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Writing E[n~'Tr D(Q—EQ)[* < £+ sup,,, Ele; D(Q—-EQ)e; |* where e; represents canon-
ical vector number j and using the result of Section 3, the first term of the right hand side is
of order n='®(|z|)W(8;'). The second term is of order (nd.)~2 (minor modification of [20,
Lemma 2.6] to encompass the case Re(z) < 0). Finally, the third term is of order n=14,?
by Lemma 2.1. Collecting these results, we obtain:

— K Dy, 1/2
\/E|adj_ijjyj|2 < \/7»1(‘1’1‘111—5- " +‘I33\I’3)

K 1/2
< — (P10 4+ DUy + P30
= A (©10 + oWy + P305)
(@) —= ©®
< £\/ U < £<I>\I' ,

vn vn
where the ®’s are nice polynomials with argument |z| and the ¥’s are nice polynomials with
argument |8, |, and where (a) follows from (2.7) and (b) from (2.8). It remains to plug this
estimate into (4.4), to sum over j and to use Assumption 2 together with Lemma 2.6 to
obtain:

- I(|Z|2 * * - * * —
’EZZgj < NS u"RAA Ru—i—ZEu Qjaja;Qju (2w,
Jj=1 Z j=1
< (s (4.5)

NG

4.3. Convergence to zero of Zj EZ3;. Recall that

B y;QjuajQ;y; x u*Raj;
(1 +n;Q n;)(1 + ady)

37

We have:

(a) 22 * * * 22 *
Bzl < IRl x B Qua @l < AL Ryl Rl QB QP
®) K|z
< —%W*Raj\ s
né
z

where (a) follows from (2.6), and (b) from Lemma 2.1. Hence,

> EZs,
j=1

IA

K 2> Q=) .

z j=1

Ke

n 2
Vx| Y urRajaiRu = O<\/|;|55>' (4.6)

j=1

4.4. Convergence to zero of Zj EZ4;. Write Zy; as
W4j
(L+n;Q;n;)(1 + ady)

Z4j =
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with

Wy = (1+ adj)(u*Ryja;qu +u* Ra;y; Qju)
— y;Qjaju*Raja;qu — a;ijju*Raja;qu
+u*Raja;Qja;y; Qju + u* Raja;Qjy;a;Qju
Write
1 _ 1 Aj
*().m. 7. N - . a4, . .
1+77]Q]77J 1+%TI'DQ] +CLijaj (1+77ijT]j)(1+WTI‘DQj#’CLijaj)

Plugging this identity into Z,; and taking into account the fact that E,, Wy; = 0, we obtain:

(14 ad;)(1+1;Qm) (1 + LTr DQ; + aXQ;a;)

z K |z
e R EwE < LR e,

|EZ4;] E

IN

Hence,

K [2® Klz[®
Ezj:ZM S%E;’/EW‘”PS 5 Zj:E\W4j|2. (4.7)

We therefore estimate Y- E[Wy;|*. First, write:

K 1)?
E|Wy,)? < - <1 + 6) (E|a;qu|2u*RDR*u + \u*Raj|2E(u*Q;Dqu))
K * 2 * 2 * )k * *
+—[u"Ra; 'E [|ajQ;ul* (4jQ; DQ;a; + a5Q; DQja)]
K * * * /Yyk * *
+g|u Raj|2E (|anjaj|2u Q;DQju + |anju|2anjDQjaj )

Now, summing over j yields:

= K 1\ 1
S EwWP < X Z Qe | (1+5) 7
j=1 j=1 2/ Ta
K - . 11 1
E z:: (u*Rajaj; R*u) ((53+65<1+6z>)
< —O([z]) V(8]
n

Plugging this into (4.7) yields the estimate

EY 2| < J=0/() V(). (4.8)

J
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4.5. End of proof. Recall that:

lu*(R—EQ)u| < ‘EZZU- +
j=1

+‘1EZZQJ- B Zs; +’EZZ4J- .
j=1 j=1 j=1

It remains to gather estimates (4.3), (4.5), (4.6) and (4.8) to get the desired estimate:

(R —EQu| < %@(\4)@(621) -

5. PROOF OF PROPOSITION 2.9

Recall the decomposition:
w(Q-Tw=u"(Q-EQu+u"(EQ—-Rv+u"(R-T)v.
As mentioned in Section 3.1, it is sufficient to establish the estimate:
* 1 1
o (R(:) - )l < Ladhe () (5.1

for z € C — RT in the case where u has norm one.

5.1. The estimate for u*(R—T)u. Recall the definitions of 6,6 (1.3), o, & (2.13) and R, R
(2.14-2.15). Using twice the resolvent identity yields:

u'(R—T)u=(ad—0)kK + (a—0)ka , (5.2)

where
k1 = zu*RDTu } . )
ky = u*RA(I +aD) 'D(I +6D) 1 A*Tu

The following bounds are straightforward:

2| dmax Al dmax N .
k1] < H?ma and |kg| < Hizma x ||(I+aD)7 | x (I +6D)71 .

It remains to control the spectral norms of (I 4+aD)~' and (I 4+ 6D)~!. Recall that « is the
Stieltjes transform of a positive measure with support included in R*. This in particular

implies that Im(za)) > 0 for z € C*. One can check that
1

Ti(z) = ————=—

—z(1 + ad;)

is analytic and satisfies Im(Y;) > 0 and Im(2Y;) > 0 on C* and that lim,_, . (—iyY,(iy)) =
1. As a consequence, T; is the Stieltjes transform of a probability measure with support
included in R (see e.g. [12, Prop. 2.2(2)]). In particular,

IT;(2)] < for 1<j<n,

|-

which readily implies that [|( + aD)7 Y| < |z|6;". The same argument applies for ||(I +
§D)~Y|. Finally,
2| A 2d"m .
ol < PIA o
62
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In view of the estimates obtained for k; and ko, it is sufficient, in order to establish (5.1),
to obtain estimates for & — 0 and & — 0. Assume that the following estimate holds true:

~ 1 1
VzeC—RT, max (|a75|,|a75|) < ~0(|2|)v <5> , (5.3)

where ® and ¥ are nice polynomials. Then, plugging (5.3) into (5.2) immediately yields the
desired result (5.1).

The rest of the section is devoted to establish (5.3).

5.2. Auxiliary estimates over (a—4) and (&—4). Writing o = n~'Tr DR+n~'Tr D(EQ—
R) and § = n~'Tr DT, the difference ae— § expresses as n='Tr D(R—T)+n"'Tr D(EQ — R).
Now using the resolvent identity R — T = —R(R™! — T™Y)T and performing the same com-
putation for the tilded quantities yields the following system of equations:

a—0\ a—90 € [ ug 2w
(545)_00(645>+(§) where CO_(;;{;O 1]0)’ (5.4)

the coefficients being defined as:

up = LTrDY2RA(I+aD) 'D(I+ D)~ 'A*TDY?
dp = iTrDY2RA*(I+aD)"'D(I+6D)"*ATDY? (5.5)
v9 = =TrDRDT ’ '
%o = 1TrDRDT
and the quantities € and € being given by:
1 1 - .
e = “TrDEQ-R) and & = ~TrD(EQ-R). (5.6)

The general idea, in order to transfer the estimates over € and € (as provided in Proposition
2.8-(ii) ), to a — ¢ and & — 4, is to obtain an estimate over 1/ det(I — Cp), and then to solve
the system (5.4).

Lower bound for det(I — Cp). The mere definition of T — Cj yields
| det( — Co)

|(1 — uo)(l — 120) — 221}0’[)0’

v

(1= Juol) x (1 = [dio]) — |2[*|vo| x |To]

In order to control the quantities ug, %o, vg and ¥y, we shall use the following inequality:

ITr AB*| < (Tr AA*)'/? x (Tr BB*)"/? | (5.7)

together with the following quantities:

w = LTrDTA(I+6*D)"*D(I+6D)"tA*T*

iy = L1TrDTA*(I+4D)"'D(I+6*D)" AT*

vi = <TrDTDT*

o = iTrDITDT*
and _ _ _

uy = LTrDRA(I+o*D)"'D(I+ aD) 'A*R*

iy = 1TrDRA*(I+aD)'D(I+a&*D) AR (5.8)

vy = +TrDRDR* '

o = 1TrDRDR*
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Using (5.7) together with identity (I + 6D)~'A*T = TA*(I +6D)~" (and similar ones for
related quantities), we obtain:

luo| < (Gug)'/?,  iio] < (wi@i2)/?,  |uo| < (viv2)Y?,  |Bo| < (91152)"/?
hence the lower bound:
|det(I — Co)| > (1 — (@u2)?)(1 — (urtin)*?) — |2} (010201 02) /2 . (5.9)

Notice that it is not proved yet that the right hand side of the previous inequality is non-
negative.

In order to handle estimate (5.9), we shall rely on the following proposition.

Proposition 5.1. Consider the nonnegative real numbers x;,y;, si,t; (i = 1,2). Assume
that:

<1, y <1 and (I—z)1—y;)—st; >0 for i=1,2.
Then:

(1 — Vr122) (1 — /y192) — V5152t 12
> V(1 —21)(1—y1) — sitr /(1 — 22)(1 — ) — sats -

Proof. f a > ¢ (> 0) and b > d (> 0), then:
\/c%—\/az\/a—cx/b—d.

To prove this, simply take the difference of the squares. Applying once this inequality yields

1—/x1me > /(1 —21)(1 — x2), hence:

(1 — vaiw2) (1 — Vyrge) — Vsisatitz > /(1 — 21)(1 — 22)(1 — y1)(1 — y2) — V5182t1t2
Applying again the first inequality yields then the desired result. O

Our goal is to apply Proposition 5.1 to (5.9). The main idea, in order to fulfill assumptions
of Proposition 5.1 (at least on some portions of C — RT), is to consider the quantities of
interest, i.e. wug, @, v;,0; (1 = 1,2) as coefficients of linear systems whose determinants are
the desired quantities (1 — u;)(1 — @;) — |2|?v; ;.

Consider the following matrices:

C’i(z)=< by ”) i=1,2.

The following proposition holds true:

Proposition 5.2. Assume that z € C — RT. Then:

(i) The following holds true: 1 —ui(z) > 0 and 1 — t1(z) > 0. Moreover, there exists
positive constants K,n such that:

68
_ > I T—
det(I — C1(2)) K(772 2[2)
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(ii) There exist nice polynomials ® and ¥V and a set

En= {z e Ct, %@(m)qf <51> < 1/2} ,

such that for every z € £,, 1 —ua(z) >0, 1 —us(z) >0, and

68

det(I —Cy) > K——2——,
=) 2 K opy

where K,n are positive constants.

Proof of Proposition 5.2 is postponed to Appendix B.

We are now in position to establish the following estimate:

~ 1 1
Vze€ &, max <|a—6|,|d—6|) < ~o(z))v () . (5.10)
n 0,
Assume z € &,. Thanks to Proposition 5.2, assumptions of Proposition 5.1 are fulfilled by
U;, Us, v; and 0;, and (5.9) yields:

8
det(I — Cp) > +/det(I — Cy)/det(I —Cy) > K 8

= B G

where K, 7 are nice constants.
Solving now the system (5.4), we obtain:
a—20 (det(I — Co)) " ((1 — g )e + 2v0€)
a—06 = (det(I—Cp))~ " ((1—up)é+ zbpe)
It remains to use (5.11), Proposition 2.8-(ii), and obvious bounds over ug, tg, vg and ¥y to
conclude and obtain (5.10).

We turn out to the case where 2 € C — RT — &, and rely on the same argument as in

Haagerup and Thorbjornsen [10] (see also [7]). In this case,
1 1

—®(|2) (") > < .
Lo(zpwest) > |

As|a =4 =|n 'Tr D(EQ — T)| < 2£+dmax5;1, we obtain:
2t duna. 220207 (1)
X 5
o, n

a similar estimate holds for & — 4 for z ¢ &,. Gathering the cases where z € £, and z ¢ &,
yields (5.3).

VzeC—-RY —&,, |a—4|<

APPENDIX A. REMAINING PROOFS FOR SECTION 2

Proof of Lemma 2.5. Note that it is sufficient to establish the result for a vector u with
norm one (which is assumed in the sequel). The general result follows by considering u/||u/|.

We proceed by induction over p. Let p =1 and consider:

0 < EZ]Ej_lu*Qaja;‘Q*u = Eu'QAA*Q*u < amax E|Q|? .

j=1
As ||Q|| < 82!, we obtain the desired bound.
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Now, write
. P
E[Y B Quaw) = > E[E; 1(u'Qaya},Qu) - Ejy 1 (w' Quy,a;, Q)|
=1 1
< p Z E {Ejl,l(u*Qajla;le*u) = -Ejp,l(u*Qajpa;pQ*u)}
J1<<Jp
p—1
= Z ]E{Ejp_l(u*Qajpa;pQ*u) HEjk_l(u*Qajka;kQ*u)]
1<<dp k=1
fjp_l measurable
n p—1
= Z E[ Z (u*Qay,aj Q" u) HEjk_l(u*Qajka;fk_Q*u)]
le'”Sjpfl jp:jpfl k=1
p—1
(@) Amax” - * * )
< p 52 E ZEj_l(u Qaja;Q"u) ;
z j=1
where (a) follows from the fact that
> (W Qaj,a; Q'u) < > (u'Qaj,al Q7u) < 52
Jp=Jp—1 Jp=1 z

It remains to plug the induction assumption to conclude. Hence (2.9) is established.

In order to establish (2.10), one may use the same arguments as previously together with
the identity QXX* = I + 2@, which yields the factor |z|P in estimate (2.10).

Proof of Lemma 2.6. We prove the lemma in the case where ||u|| = 1, the general result
readily follows by considering u/||u]|.
Write u*Qja;a;Q5u = x1; + X2;j + X35 + X4; with:
X1 u(Q) — Q)ajaj(Q; — Q) u
X2j = u'Qaja;Q"u
X3 = u(Q; —Q)aja;Q"u
X4 = u'Qajai(Q; —Q)'u

Hence,
n . . . 2 n n n n
> E(u'QjajajQ5u)” < Exd; + > Ex3; + ) Elxsl + ) Elxayl .
j=1 j=1 Jj=1 Jj=1 Jj=1
Notice that:
(Exi; +Ex3;) and E|xy)* <

N =

E|xs;|? <

Note that using the facts that ajaj < AA* and n;n; <
QYY" = I + 2Q yield the rough but useful estimates:

u"Qaja;Q u =0 (5;2) and  u"Qn;n;Q*u =0 <|;2> . (A1)
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We first begin by the contribution of > y EX%J*

n n
ngj = Zu*Qaj(ﬁQ*u X u*Qaja;Q"u ,
=1 i=1

Zu*@aja;Q*u X U QAA*Q*u ,

<
j=1
< (WQAAQW? = 0(5")
< w5 ) (2.2
Similarly,
n 2
Z(u*ann;Q*u)Q = (9(@). (A.3)

Jj=1

We now turn to the contribution of 3 Ex3;. Using the decompositions (2.2) and (2.3), x1;
writes:

L4 n;Q;m;
X1 = |7 | X [uQnin;Qaja; QT nn;Q
j = niQn, | @nynj Qaja;Qn;m; Q"u|
a1 Q nn! Qs
= [1+n;Qn;| x v Quin;Q*u| x | L——L— A4
| 1; J771| | Wtk | 17 Qn; (A.4)
We first prove that
aiQ*niniQa;
GOMMLG _ ('2') . (A5)
1 —n;Qn; L
In fact:
a3 Q*n;m; Qa; a;Q Q% a; | | aiQ nmi(Q — Q%)a,
1 —n;Qn; 1 —n;Qn; 1 —n;Qn;
(a)
< |aj(Q5 — Q) ay| + 2[Im(2)|]a}(Q; — Q)Qayl
1 ] |2
= O+ O = = 0=
(5)* (62> (63 |
where we use the fact that Q@ — Q* = 2ilm(2)Q*Q to obtain (a). Now,
. d; .
!1+nﬁ%%W§1+ﬁAﬂ+'g”}DQj+aﬁ%%‘ (A.6)
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Since |n~'d; Tr DQ; + a;Qja;] = O(8,"), we obtain:
n 2 n
2Ed = ( (la)+O<5L)>XZE(“*Q%@Q*U)2
Jj=1 j=1
‘Z|2 - * k)2 2
Z uQuyn; QM u)” x |4
=1
('”4) o) vo(() S
o(5) ()
ouim ()

where (a) follows from (A.3) and (A.1) and (b), from Corollary 2.2.

10
z
2!

IN

It remains to gather the contributions of x1;, x2;, x3; and x4; to get:

Z]E(U*Qjajaj@ju)? < 2<I>1(|z|)\111((slz>+2<1>2(|z)\112<51z> < CI)(|z|)\I/<612>’

j=1
where (a) follows from (2.7). Eq. (2.11) is proved.
In order to prove (2.12), first note that:

n p
. < Y Eji (4" Qja05Q5u) )
j=1
n P n p
E ZEj—lej ZEj—1X2j

j=1 j=1

Hence, it remains to evaluate the contributions of each term. Using decomposition (A.4)
together with the estimate (A.5), we obtain:

p Z|P n % * * )k b
:O<|62|p) XE(ZEj—1|1+anj77j| X u Qn;n; Q u) :

j=1

P

+E +E +E

ZEj—1X4j

j=1

n P
Z]Ej—1X3j

j=1

<K

j—1X1j

Using (A.6) together with (2.10) yields:

|27 |27 |27
= O<64P +0 5w ) +0 5w ) <E

Comblnlng standard inequalities (Cauchy-Schwarz, |, a;b;| < (Z H2(32, 6312, and
Cauchy-Schwarz again), we obtain:

n p
E(ZEj—l (1] x U*QﬁjU;Q*U)>
i=1

p
i1 (1A X u*Quin; Q)

j—1X1j

1/2

n p n p P
* * Yk (@) 72
< IE< > B 1 (uQnm;Q U)2> X ]E<§ ]Ej—1|Aj|2> =0 (|63p> ,

Jj=1 j=1 z
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where (a) follows from (A.1), Corollary 2.2 and (2.10). Finally,

n P > 2p P 2p P 2p _
S| = 0B )0 (ER) o (7)< mpme . )
j=1

54P §°P §5°P
Eq. (2.9) directly yields the estimate:

n
Z]Ej—1X2j
=1

E

1

"o () < Ba(|2])Wa(671) . (A8)

E 5%

Finally,

n n n
D Ejaxs Y Eixa| Bl Y Ejaxs
j=1 j=1 j=1

A corresponding inequality exists for E| > E;_;x4;|P: obtain:

n
ZEj—1X4j
=1

Gathering (A.7), (A.8), (A.9) and (A.10), we end up with (2.12), and Lemma 2.6 is proved.

1/2

p p

P
E < |E E

z

< 2w (5 ) - (49)

E o B4(|2)) 0y <51> . (A.10)

APPENDIX B. REMAINING PROOFS FOR SECTION 5

Proof of Proposition 5.2-(i). Recall that § = 1Tr DT and 6= %Trf)f. We consider
first the case where z € CT UC~. We have

Im(5) = ﬁTr DI(T~* ~T~Y)T* and Im(z3) = ﬁTrf)(zT) [(ZT)—* - (zT)—l} (=1)" .

Developing the previous identities, we end up with the system:

B Im(d) \ _ (s wi (2)
(z Cl)( Tm(=0) ) = Im(2) < #1(2) ) (B-1)
where
wi(z) = iTxDIT* (>0)
{ i1(2) = ITeDTA*(I+6D)~Y(I+5*D)"TAT* (>0)

By developing the first equation of this system, and by recalling that §(z) is the Stieltjes
transform of a positive measure u, with support included in R, we obtain

Im(z) Im(z0) Im(z)
M) ") = “im(e) = O

1—U1=’LU1

Replacing (Im(8), Im(20)) with (Im(), Im(26)) and repeating the same argument, we obtain

_ _Im(z)  _ Im(26) _ _ Im(z)
P = S T ) - M me)

By continuity of u; (z) and @; (z) at any point of the open real negative axis, we have 1—u; > 0
and 1—4; > 0 for any 2 € C—R™. The first two inequalities in the statement of Proposition
5.2-(i) are proven.
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By applying Cramer’s rule ([13, Sec. 0.8.3]) where the first column of I — C} is replaced with
the right hand member of (B.1), we obtain

_ Im(z) Im(2)

Im(z)
m() = """ () tm(3)

1 =C1) = (=i T+ )

> (L=ty)wy . (B.2)

Using the fact that the positive measure pu,, is supported by Rt and has a total mass n~'Tr D,
we have

SH
g
B
%

m(6) 0t dmax Im(é
(dt) —fT D< , and 0<
m(2) / |t — ‘Qu ' 55 o Im(z)

(B.3)
In order to find a lower bound on w; and ;, we begin by finding a lower bound on |].
A computation similar to [12, Lemma C.1] shows that the sequence of measures (u,,) is tight.
Hence there exists > 0 such that:

11 L~ dmin
> - = >
Lnl0,m] > 5 nTrD > 5
We have
n /j,n dt E_dmin
ol > |1 = Im > |1 _ - Tmin
01> [tm@)] = ()] [ F2T > )] [ 5t >

An? + 121?)
(B.4

Furthermore, when Re(z) < 0, we have

t — Re(z) i, (dt) L™ dmin

6] > Re(d) = ———up(dt) > — Ry > —Re(z)——— .

01> Res) = [ St > —Re(e) [ 10 > —Re(e) e
which results in

16 > 5,2 Gmin_
A )
We can now find a lower bound to w;:
1 AR 1 d;

wi = ~TeDIT" = ﬁZdiijF = ETIDZ/@ZKTMF with i =

@ 1 N N 1/2\ 2 1 N 2 1 N 2

2 ZTI‘D ;Kji ;|Tij|2 Z HTI‘D (;K2|Tm|> Z ;TI‘D ;KJZT”

2 — g 2
_ 0] S (6.~ dmin)

%TrD T 16 £ dmax(n? + |2[2)2

where (a) follows by convexity. A similar computation yields w; > (4, dmm) /(16 dmax (72 +
|212)?) where 7} is a positive constant. Grouping these estimates with those in (B.3) and
plugging them into (B.2), we obtain

52 (e_ ~minJmin)2
256 (£ dmaxdmax)?(n? + |22)2(712 + | 2[2)?2
58
(max(n,7)? + |2[*)*

det(I Cl)

> K
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where K is a nice constant.
The same bound holds for z € (—00,0) by continuity of det(I — C1(z)) at any point of the
open real negative axis.

Proof of Proposition 5.2-(ii). Recall that
1
en=—-TrD(EQ - R) .
n
We first establish useful estimates.

Lemma B.1. There exists nice polynomials ® and U such that:

Im(en(2))| _ 1 s 1 an Im(ze,(2))
Tm(2) ‘an’(' W(az) e

1 1
<= — —RT .
‘ < n<I>(|z|)\I/ ((52) forz€e C—R

Proof. We prove the first inequality. By Proposition (2.8)-(ii), the sequence of functions (&)
satisfies over C — R

(2] < 20 ()

where ® and ¥ are nice polynomials. Let R be the region of the complex plane defined as
R ={z : Re(z) <0, |Im(2)] < —Re(2)/2}. If z € C — RT — R, then |Im(2)| > J./V/5,
therefore |Ime(2)/Imz| < n~'v/58, ' ®(|z|)¥(d;") and the result is proven. Assume now

that z € R. In this case, z belongs to the open disc D, centered at Re(z) with radius
—Re(z)/2. For any u € D,, we have |e(u)| < n~1®(|u|)¥(|u|"!). Moreover,

Vu € D., d. SiRe(Z) SMS,MS%,
NG 2 2
As ®(z) is increasing and ¥(1/x) is decreasing in x > 0, we obtain:
len (u)] < %@ <3|2Z|> " (f) for ueD, . (B.5)

The function € is holomorphic on D,. Consider the function: Applying Lemma 2.4 with
£(0) = € (| Re(2)/2|¢ + Re(z)) — e(Re(2)) '
Sy, [e(u) — e(Re(2))]
Let ¢ =i2Im(z)/ Re(z), apply Lemma 2.4, and use (B.5). This yields:

2|Im(z)| 1 1 V5| Im(z)] 1 1
e(e) — ee(2)] < T e w () < R Lo g (1)

where ® and ¥ are nice polynomials. As Im(e(Re(z))) = 0, we obtain

Im(g,(2)) e(z) — e(Re(2)) V5 1
< < — vl — .
’ m(z) | = Tm(2) <5t DY (5
This proves the first inequality. The second one can be proved similarly. O

We now tackle the proof of Proposition 5.2-(ii), following closely the line of the proof of
Proposition 5.2-(i). Recall that o = %Tr DEQ, & = %Tr DEQ, € = %Tr D(EQ — R), and
E=1Tr D(EQ — R). We begin by establishing the lower bound on det(I — Cy). Assume
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that z € CT UC~. Writing a = %Tr DR+ e and & = %Tr DR + & and developing Im(c)
and Im(z&) with the help of the resolvent identity, we get the following system:

Im(a) \ _ wa(z) Im(e)
( ‘02)( Tm(2d) ) = Tm(z) ( Fo(z) ) T\ m(ze) )
where wy(z) = %Tr DRR* and Z2(z) > 0. By developing the first equation of this system,

and by recalling that «,(z) is the Stieltjes transform of a positive measure p,, with support
included in R*, we obtain

Im(z) Im(za) = Im(e)

L dm(e) (B.6)

e —w v w Im(z) Im(e)
1-u 2Im(oz) T Im(«) * Im(a) = 2Im(oz) Im(«)
Similarly,
_ _Im(2) | _ Im(za)  Im(€) _ . Im(z) & Im(é)
-t =0 & T 200G T @) = 2m@) T ma) (B.7)
where Wy = n~'Tr DRR*. By Cramer’s rule,
dCt(I - 02) = (1 - ’(12)102 ;Ir;l((o‘i)) + ’Ugi‘g IIIIEII((Z)> + (1 - ’&2) ;E((E; V2 IIIjln((ZE))
wath Im(z) Im(z) w Im(z) Im(€) _ Im(e) ; Im(z€)
= wla g O @) T 2 m(e) @) T @ imia) T 2 Tm(a)
= 2 ~2II§11((Z)) ;2((2)) e(z) . (B.8)

We now find an upper bound on the perturbation term e(z). To this end, we have 0 < wq <
E+dmax/6§ and 0 < vy < £1d? /53 Recalling (5.8), we also have

S max
dmaxd-maxalz'nax|z|2

8.
It has been proven in [12, Lemma C.1] that the sequence of positive measures (u,,) with total

mass n~1Tr (D) is tight. In these conditions, a computation similar to (B.4) shows that for
every z € CtUC™,

[1—ag) <1+

In(2) _ 40 + 2[%)

Im(a) ~ £ dmin ’
where 7 is a positive constant. Combining these estimates with the result of Lemma B.1,
we obtain that |e(z)] < n '®(|z|)¥(d.") where ® and ¥ are nice polynomials. Considering
now the first term at the right hand side of (B.8), an argument similar to the one made in
the proof of Proposition 5.2-(i) (involving this time the tightness of the measures associated
with the Stieltjes transforms 1 Tr DR and 1 Tr DR) shows that

Im(z) Im(z) 0%
Im(a) Im(&) = (n* +[2)*

where K and n are nice constants. Finally, we can state that there exist nice polynomials ®
and W such that:

Wa2w2

det(I — Cy) > K(172_§Z|2)4 (1 - %cp(m)\p <51>> .

By continuity of det(I — C2(z)) at any point of the open real negative axis, this inequality
is true for any z € C — RT. Denote by &, the set:

£ = {z € C - RY, %¢(|z|)\ll (51) < 1/2} .
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If z € &,, then det(I — Cy) is readily lower-bounded by the quantity stated in Proposition

5.2-

(ii).

By considering inequalities (B.6) and (B.7) and by possibly modifying the polynomials @
and ¥, we have 1 —us > 0 and 1 — @2 > 0 for z € &,. The proof of proposition 5.2-(ii) is
completed.
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