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The Model: A Non-Centered Random Matrices

Consider a p x n random matrices:

where,
> X,,,.j, 1<i<p 1< j<narei.id. centered with unit
variance and E|Xi1|'® < oo.

» A, is a p X n deterministic matrix with uniformly bounded
spectral norm.



The Model: Information-Theoretic Statistics of Gram
random matrices

Linear spectral statistics:

1P
Tn(p) = = > log (A,(-") + p) :
P
where, )\E"), i=1,...,p are the eigenvalues of the Gram random
matrix X,27 and p is a nonnegative parameter.

Objective: Understanding the asymptotic distribution of the
fluctuations of Z,(p), when the dimensions of the matrix ¥,
converge to infinity at the same pace and obtain a simple form of
the variance.
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Motivations:

Mutual Information for Multiple Antenna Radio Channels



Multi-user MIMO scheme
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MIMO System: Mathematical Model

The p-dimensional receiver vector r, is given by:
rn = Zntn + bna

where,

» 3, represents the channel matrix which assumed to be
random.

» t, is the n-dimensional transmitter vector.
» b, is an additive white Gaussian noise with covariance matrix
Eb,b}, = pl,.
Performance indicator: The Mutual Information:

Za(p) = Elogdet(z nxp + plp) Zlog (ANi +p)

Asymptotic behavior of Z,(p) when n, p — oo at the same rate ?



Asymptotic behavior of Z,(p): First-order results



First-order results

Let f, denotes the ST of px,x:, the spectral measure of the
eigenvalues of X,X}. Then,

Then the asymptotic behavior of Z,(p) is closely linked to the
asymptotic behavior of f, as p,n — oo with the same pace.



State of the art

» FAA — H, His a deterministic probability measure.
Dozier and Silverstein (04):

« weakl
From Y
where, F is a deterministic probability measure which the

Stieltjes transform is a unique solution of a given coupled
equation.



State of the art

» FAA — H, His a deterministic probability measure.
Dozier and Silverstein (04):

X ki
Frr; Weakly o

where, F is a deterministic probability measure which the
Stieltjes transform is a unique solution of a given coupled
equation.

» V. L. Girko (91), Hachem-Loubaton-Najim (07) : Look for a
deterministic approximation of the Stieltjes transform f,, of
FX%r 3 a p x p deterministic valued function T,(p) such

that: 1
Tr To(—p) =20

p n—oo

fn(_P)



Fundamental equations

Theorem (Girko '91, Hachem-Loubaton-Najim '07)

The following system of two equations

o) = T (p (143:00)) 1o+ 11‘;‘(/))) 2 1n7 ()

IID

5.(0) = %ﬁ <p(1 +dn(p)) In + %)

admits a unique solution (3,,8,) in S(R*)2. Moreover,

1 -
;T T"(ﬂ)v

F(N\)dFEEn(\) — F(N)ma(dA) —= 0, Vf e Cg(RT),

R+ R+ 0

where m, is the positive measure where J,, is the Stieltjes
transform.



First order result: Deterministic equivalents

Theorem (Hachem-Loubaton-Najim '07)
Let Vi(p) = [+ log(A+ p)ma(dX). Then we have:

BZ,(p) ~ Valp) ————— 0.
n,p—00,2—c>0

Moreover, V,(p) admits a closed-form expression

1< ~ Ni,i
Va(p) = p;log <p (1+5n) + 1+5n>
pn

+ﬁ |0g (1 + 5n) - 75n5n7
p p

where i, ; are the singular values of the mean matrix Ap,.



In the non-centered case, the first-order asymptotic study of the
mutual information depends mainly on the limiting behavior of the
singular values of the mean matrix A,.



Study of the fluctuations



CLT for p (In(p) o Vn(p))

In order to study the CLT for p(Z,(p) — Va(p)) we study
separately two quantities:
» The random quantity p (Z,(p) — EZ,(p)) from which the
fluctuations arise and,
» The deterministic quantity p (EZ,(p) — Va(p)) which yields a
bias.



Asymptotic distribution of the fluctuations: Definition of
the variance

Theorem (Hachem-Kharouf-Najim-Silverstein '10)
Let 9 = EXZ, k = E|X11|* — 2 — 92 and let B
y=1iTr T2, 5=1TcT2, y=IT0TT,5=LTxTT. Denote by

2

1
02 = —log 1-—— _Tr TAA'T | — p?y3

(1+3)
2
— log ( 1- 19%% TAA'T| — ﬁzpzﬂ)
n (1 + 5) o
2
RN
! J

Then ©?2 is well defined.



Some remarks

» The variance is the sum of tree terms: the first term would be
the same in the Gaussian case.

» The variance depends on the singular values of the main

matrix as well as on its singular vectors.

. D -
> In the circular case (Xj = Xjje'® for all ), the second term
disappears.



Asymptotic distribution of the fluctuations: The CLT

Theorem (Hachem-Kharouf-Najim-Silverstein '10)

The following convergence holds true:

P (Za(p) — EZa(p)) —2— N(0,1),

@,, pP,n—o0

where D stands for convergence in distribution.



Proof of the CLT: The approach

REFORM (REsolvent FORmula and Martingale).
> Z,(p) — EZ,(p) as a sum of increments of martingale.

» |dentification of the variance.



CLT for martingales

Theorem
Let rl” ey r(n”) be a sequence of increments of martingale with
respect to a given filtration ]-'1(”), o FSM Assume that there

exists a sequence of nonnegative real numbers (©2),, uniformly
bounded away from zero and from infinity. Assume that:
>

Y E (FJ(.")z\}'j(f)1> -0z -0
j=1

» The Lyapunov’s condition

1 < n
da > 07 W ZE’FJ( )|2+a m 0, holds.
n j=1

Then ©;1 1 Fj(.n) converges in distribution to N'(0,1).



Sum of martingale differences

We have,

n n

T, EL, = (B —Ei1)(~log(1+&) =Y T

j=1 j=1

where,
Q- (%TI"QJ + 3 Qj%’)
N 1+ %TI"QJ' + a;-‘ Qjaj ‘

J

with 7;, a; are resp. the jth columns of matrices ¥, and A,, Q; is
the resolvent of the matrix ZJ-Z;-‘ and [E; stands for the conditional

expectation with respect to the o-algebra ]—"j(") =o(x1,...,x)).



Sum of the conditional variances

Some properties of the function log,

ZEJ*l ((EJ — Ej—l) |0g(1 + 5]))2 - ZEf;l (Ejéj)z p nioo 0
= = |

where (recall)

_W@m—Gﬂ@+#®ﬂ
N 1+ %TI‘QJ' + aj Qjaj

J



Study of the sum of conditional variances

Standard calculations remain the problem to the study of the
asymptotic behavior of the quantities:

1
ETI‘ (EJ' Qn)2 and aj(Ean)zaj,

where @, is the resolvent of ¥ ,¥% matrix.



Outline of the proof

A good comprehension of the asymptotic behavior of these terms
requires a specific study of bilinear forms of type v} Q(p)v, where
at least u, or v, is a given column of the deterministic mean
matrix Ap.

If u, and v,, are deterministics, Hachem-Loubaton-Najim-Vallet
(preprint’10)
up Q(p)va = up T(p)va



Asymptotic behavior of the bias:

Theorem (Hachem-Kharouf-Najim-Silverstein '10)
We have,
p(EZ,(p) — Va(p)) — Ba(p) ——— 0

p,N—>00

where, y
Bn(p) = rCte(p,9,9)

k= E|X11|* — 2 — 92



Outline of the proof of the bias term

The bias term is given by

xn(p) = p(EZy(p) = Valp))
= p/ iIEIogdet(Z,,Zf,—|—cu/p)dcu

dw
_p/poo % (/RJr Iog(A+w)7rn(d)\)> dw

_ /OO Tr (EQ(w) — To(w)) dw.

Then it remains to study the asymptotic behavior of
Tr (EQn(w) — Th(w)). We prove,

Tr (EQn(w) — Ta(w)) — sCte(p,d,8) — 0

n—oo



Case of a non-centered separable random matrix model



The non-centered separable case

1 .
v, = %D,%/%Dﬁ/z 1A,

where, D,%/2 and D,%/2 are resp. p X p and n x n deterministic
diagonal matrices with nonnegative entries.
First-order asymptotic behavior

1 1 . )
Valp) = log det T ) + log (/n v 5,,D,,) - ’;”5"5",

where, 6, = %Tr T(p) and 8,(p) = %Tr T(p), with

S

Talp) = <p(lp+ 2Dn) + An (In+5nDn)_1Ai§>_l

Ta(p) = <p</n+5n n>+Aﬁ (Ip+5nDn>_lAn)1



The non-centered separable case

The variance:
©; = —log((p) — p*77) —log (Q(p) — [97p*17)

2
14 2.2 ~232
el YRS BB
! J

where:

~ -1 . - 1
Qn(p) = (1 ~InpiT,a, (/n + 5D,,) D, (/n + 5D,,) A T,,DW)
n

and

_ 1 _ N VN1
Qnlp) = ’1 _ ﬁ;ﬂD,W T A, (/n 4 5D,,> D, (/n i (5D,,> A*T,DL/?




Thank you !
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