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We have addressed the Mutual Information Evaluation of Ricean Correlated Channel
using Large Random Matrix Theory Tools, and proposed an algorithm to solve the
problem of the optimal transmit covariance in original conditions.

The ergodic mutual information has a simple approximation.

The approximation is relevant for quite moderate values of the number of
antennas.

This theory proposed practical applications.

For the time being, we are obtaining new results about the outage capacity, by studying
the variance of the error I(σ2)− I(σ2).
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