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Abstract

We describe an elementary method to get non-asymptotic estimates for
the moments of Hermitian random matrices whose elements are Gaussian
independent random variables. We derive a system of recurrent relations
for the moments and the covariance terms and develop a triangular scheme
to prove the recurrent estimates. The estimates we obtain are asymptoti-
cally exact in the sense that they give exact expressions for the first terms
of 1/N -expansions of the moments and covariance terms.

As the basic example, we consider the Gaussian Unitary Ensemble of
random matrices (GUE). Immediate applications include Gaussian Ortho-
gonal Ensemble and the ensemble of Gaussian anti-symmetric Hermitian
matrices. Finally we apply our method to the ensemble of N×N Gaussian
Hermitian random matrices H(N,b) whose elements are zero outside of the
band of width b. The other elements are taken from GUE; the matrix
obtained is normalized by b−1/2. We derive the estimates for the moments
of H(N,b) and prove that the spectral norm ‖H(N,b)‖ remains bounded in
the limit N, b→∞ when (log N)3/2/b→ 0.

1 Introduction

The moments of N×N Hermitian random matrices HN are given by expression

M
(N)
k = E

{
1
N

Tr (HN )k

}
,

where E{·} denotes the corresponding mathematical expectation. The asymp-
totic behavior of M

(N)
k in the limit N →∞ is the source of numerous studies and

vast list of publications. One can observe three main directions of researches;
we list and mark them with the references that are earliest in the field up to
our knowledge.

The first group of results is related with the limiting transition N →∞ when
the numbers k are fixed. In this case the limiting values of M

(N)
k , if they exist,

determine the moments mk of the limiting spectral measure σ of the ensemble
{HN}. This problem was considered first by E. Wigner [20].
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Another asymptotic regime, when k goes to infinity at the same time as N
does, is more informative and can be considered in two particular cases. In the
first one k grows slowly and 1 � k � Nγ for any γ > 0. In particular, if k is
of the order log N or greater, the maximal eigenvalue of HN dominates in the
asymptotic behavior of M

(N)
2k . Then the exponential estimates of M

(N)
2k provide

the asymptotic bounds for the probability of deviations of the spectral norm
‖HN‖. This observation due to U. Grenander has originated a series of deep
results started by S. Geman [1, 7, 9].

The second asymptotic regime is related to the limit when k = O(Nγ), γ > 0.
The main subject here is to determine the critical exponent γ̃ such that the same
estimates for M

(N)
2k as in the previous case remain valid for all γ ≤ γ̃ and fail

otherwise [18]. This allows one to conclude about the order of the mean distance
between eigenvalues at the border of the support of the limiting spectral density
dσ [4, 19].

In present article we describe a method to get the estimates of M
(N)
2k that

are valid for all values of N and k such that k ≤ CN γ̃ with some constant C.
The estimates of this type are called non-asymptotic. However, they remain
valid in the limit N →∞ and in this case they belong to the second asymptotic
regime.

As the basic example, we consider the Gaussian Unitary (Invariant) Ensem-
ble of random matrices that is usually abbreviated as GUE. In section 2 we
describe our method and prove the main results for GUE. Immediate applica-
tions of our method include the Gaussian Orthogonal (Invariant) Ensemble of
random matrices (GOE) and the Gaussian anti-symmetric (or skew-symmetric)
Hermitian random matrices with independent elements. Detailed description
of these ensembles is given in monograph [16]. In section 3 we present the
non-asymptotic estimates for the corresponding moments.

Our approach is elementary. We use the integration by parts formula and
generating functions technique only. We do not employ such a powerful methods
like the orthogonal polynomials technique commonly applied to unitary and
orthogonally invariant random matrix ensembles. This allows us to consider
more general ensembles of random matrices then GUE and GOE. One of the
possible developments is given by the study of the ensemble of Hermitian band
random matrices H(N,b). The matrix elements of H(N,b) within the band of the
width b along the principal diagonal coincide with those of GUE. Outside of
this band they are equal to zero; the matrix obtained is normalized by b−1/2. In
section 4 we prove non-asymptotic estimates for the moments of H(N,b). These
estimates allow us to conclude about the asymptotic behavior of the spectral
norm ‖H(N,b)‖ in the limit b, N →∞.

In section 5 we collect auxiliary computations and formulas used.
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1.1 GUE, recurrent relations and semi-circle law

GUE is determined by the probability distribution over the set of Hermitian
matrices {HN} with the density proportional to

exp{−2N TrH2
N}. (1.1)

The odd moments of HN are zero and the even ones M
(N)
2k verify the following

remarkable recurrent relation discovered by Harer and Don Zagier [11]

M
(N)
2k =

2k − 1
2k + 2

M
(N)
2k−2 +

2k − 1
2k + 2

· 2k − 3
2k

· k(k − 1)
4N2

M
(N)
2k−4, (1.2)

where M
(N)
0 = 1 and M

(N)
2 = 1/4. It follows from (1.2) that the moments

M
(N)
2k , k = 0, 1, ... converge as N → ∞ to the limiting mk determined by rela-

tions
mk =

2k − 1
2k + 2

mk−1, m0 = 1. (1.3)

The limiting moments {mk, k ≥ 0} are proportional to the Catalan numbers
Ck:

mk =
1
4k

1
(k + 1)

(
2k

k

)
=

1
4k

Ck (1.4)

and therefore verify the following recurrent relation

mk =
1
4

k−1∑
j=0

mk−1−j mj , k = 1, 2, . . . (1.5)

with obvious initial condition m0 = 1.
In random matrix theory, equality (1.5) was observed for the first time by E.

Wigner [20]. Relation (1.5) implies that the generating function of the moments
mk

f(τ) =
∞∑

k=0

mk · τk

verifies quadratic equation τf2(τ)− 4f(τ) + 4 = 0 and is given by

f(τ) =
1−

√
1− τ

τ/2
. (1.6)

Using (1.6), Wigner has shown that the measure σw determined by the moments
mk =

∫
λ2k dσw(λ) has the density of the semicircle form

σ′w(λ) =
2
π

{√
1− λ2, if |λ| ≤ 1,

0, if |λ| > 1.
(1.7)

The statement that the moments M
(N)
l converge to mk for l = 2k and to 0 for

l = 2k + 1 is known as the Wigner semicircle law.
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1.2 Estimates for the moments of GUE

Using relations (1.2) and (1.3), one can easily prove by induction the estimate

M
(N)
2k ≤

(
1 +

k2

8N2

)2k

mk. (1.8)

These estimates are valid for all values of k and N without any restriction. They
allow one to estimate the probability of deviations of the largest eigenvalue of
HN (see, for example [14, 15] and references therein). Then one can study
the asymptotic behavior of the maximal eigenvalues and also conclude about
spectral scales at the borders of the support of σ′w (see [18]).

It should be noted that relations (1.2) are obtained in [11] with the help
of the orthogonal polynomials technique (see [10] and [15] for the simplified
derivation). There are several more random matrix ensembles (see [15] for the
references) whose moments verify recurrent relations of the type (1.2). But
relations of the type (1.2) are rather exceptional than typical. Even in the case
of GOE, it is not known whether relations of the type (1.2) exist. As a result, no
simple derivation of the estimates of the form (1.8) for GOE has been reported.

We develop one more approach to prove non-asymptotic estimates of the
type (1.8). Instead of relations (1.2), we use the system of recurrent relations
(1.5) that is of more general character than (1.2). Regarding various random
matrix ensembles, one can observe that the limiting moments verify either (1.5)
by itself or one or another system recurrent relations generalizing (1.5) (see for
instance, section 5 of [3], where the first elements of the present approach were
presented).

We derive a system of recurrent relations for the moments M
(N)
2k that have

(1.5) as the limiting form. These relations for M
(N)
2k involve corresponding

covariance terms. Using the generation functions technique, we find the form
of estimates and use the triangle scheme of the recurrent estimates to prove the
bounds for moments and covariance terms. The final result can be written as

M
(N)
2k ≤

(
1 + α

k3

N2

)
mk (1.9)

with some α > 1/12. The estimates obtained are valid in the domain k3 ≤ χN2

with some constant χ, i.e. not for all values of k and N , as (1.8) does. But in
this region our estimates are more precise than those of (1.8). If k3 � N2, our
estimates provide exact expressions for 1/N -corrections for the moments M

(N)
2k .

1.3 Band random matrices and the semi-circle law

Hermitian band random matrices H(N,b) can be obtained from GUE matrices by
erasing all elements outside of the band of width b along the principal diagonal
and by renormalizing the matrix obtained by the factor b−1/2. It appears that
the limiting values of the moments

M
(N,b)
2k = E

{
1
N

Tr
(
H(N,b)

)2k
}
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crucially depend of the ratio between b and N when N →∞ (see [5, 13, 17]).
If b/N → 1 as N →∞, then M

(N,b)
2k → mk and the semicircle law is valid in

this case. If b/N → c and 0 < c < 1, then the limiting values of M
(N,b)
2k differ

from mk. Finally, if 1 � b � N , then the semicircle law is valid again.
The last asymptotic regime of (relatively) narrow band width attracts a spe-

cial interest of researchers. In this case the spectral properties of band random
matrices exhibit a transition from one type to another. The first one is charac-
terized by GUE matrices and the second is given by spectral properties of Jacobi
random matrices, i.e. the discrete analog of the random Schrödinger operator
with b = 3 (see [6, 8] for the results and references). It is shown that the value
b′ =

√
N is critical with respect to this transition [6, 8, 12].

In present paper we derive the estimates for M
(N,b)
2k that have the same form

as the estimates for GUE with N replaced by b. This can be viewed as an
evidence to the fact that the asymptotic behavior of the eigenvalues of H(N,b)

at the border of the semi-circle density is similar to that of matrices of the size
b× b. The estimates we obtain show that the value b′ =

√
N does not play any

particular role with respect to the asymptotic behavior of the spectral norm
‖H(N,b)‖. We show that if b � (log N)3/2, then the spectral norm converges
with probability 1 when N → ∞ to the edge of the corresponding semicircle
density. Up to our knowledge, this is the first result on the upper bound of the
spectral norm of band random matrices.

2 Gaussian Hermitian Ensembles

Let us consider the family of complex random variables

hxy =
{

Vxy + iWxy, if x ≤ y,
Vyx − iWyx, if x > y, (2.1)

where {Vxy,Wxy, 1 ≤ x ≤ y ≤ N} are real jointly independent random variables
that have normal (Gaussian) distribution with the properties

EVxy = EWxy = 0, (2.2a)

and
EV 2

xy =
1 + δxy

N
· 1 + η

8
, EW 2

xy =
1− δxy

N
· 1 + η

8
, (2.2b)

where δxy is the Kronecker δ-symbol and η ∈ [−1, 1]. Then we obtain the family
of Gaussian ensembles of N ×N Hermitian random matrices of the form

(H(η)
N )xy =

1√
N

hxy, x, y = 1, . . . , N (2.3)

that generalizes the Gaussian Unitary Ensemble (1.1). Indeed, it is easy to
see that {H(0)

N } coincides with the GUE ensemble, while {H(1)} and {H(−1)}
reproduce the GOE and Hermitian skew-symmetric Gaussian matrices. In [16],
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the last ensemble is referred to as the Hermitian anti-symmetric one; below we
follow this terminology. The present section is devoted to the results for GUE
and their proofs. Two other ensembles will be considered in the section 3.

2.1 Main results for GUE and the scheme of the proof

Let us consider the moments M
(N)
2k of GUE matrices. We prove a little more

precise estimate than (1.9).

Theorem 2.1
Given any constant α > 1/12, there exists χ > 0 such that the estimate

M
(N)
2k ≤

(
1 + α

k(k2 − 1)
N2

)
mk (2.4)

holds for all values of k,N under condition that k3/N2 ≤ χ.

Remark. Using relation (1.2), one can prove (2.4) under condition that

α >
1

12− χ
. (2.5)

This relation shows that Theorem 2.1 gives the correct lower bound for α. In
our proof we get relations between χ and α more complicated than (2.5), but
they are of the same character as (2.5). It follows from (2.5) that the closer α
to 1/12 is, the smaller χ has to be chosen and vice versa. Indeed, the following
proposition shows that the estimate (2.4) is asymptotically exact.

Theorem 2.2
Given k fixed, the following asymptotic expansion holds,

M
(N)
2k = mk +

1
N2

m
(2)
k + O(N−4), as N →∞, (2.6a)

where

m
(2)
k =

k(k − 1)(k + 1)
12

mk, k ≥ 1. (2.6b)

If k →∞ and χ̃ = k3/N2 → 0, then relation (2.6a) remains true with O(N−4)
replaced by o(χ̃).

Remark. It follows from (1.2) that the sequence {m(2)
k , k ≥ 1} is determined by

recurrent relation

m
(2)
k =

2k − 1
2k + 2

·m(2)
k−1 +

k(k − 1)
4

·mk, k = 1, 2, . . .

with obvious initial condition m
(2)
0 = 0. It is easy to check that (2.6b) is in

complete agreement with this recurrent relation for m
(2)
k .
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Let us explain the role of recurrent relations (1.5) in the proof of Theorem
2.1. To do this, let us consider the normalized trace La = 1

N TrHa

E{La} =
1
N

N∑
x,s=1

E{HxsH
a−1
sx }

and compute the last mathematical expectation. Here and below we omit sub-
scripts and superscripts N when no confusion can arise. Applying the integra-
tion by parts formula (see section 5 for details), we obtain equality

E{La} =
1
4

a−2∑
j=0

E{La−2−jLj}. (2.7)

Introducing the centered random variables Lo
j = Lj −ELj , we can write that

E {La1La2} = E{La1}E{La2}+ E{Lo
a1

Lo
a2
}.

Taking into account that EL2k+1 = 0, we deduce from (2.7) relation

M
(N)
2k =

1
4

k−1∑
j=0

M
(N)
2k−2−2j M

(N)
2j +

1
4

D
(2;N)
2k−2 , (2.8)

where we denoted
D

(2;N)
2k−2 =

∑
a1+a2=2k−2

E{Lo
a1

Lo
a2
}.

Obviously, the last summation runs over ai > 0. Comparing (2.8) with (1.5), we
see that the problem is to estimate the covariance terms D(2). Here and below
we omit superscripts N when no confusion can arise.

In what follows, we prove that under conditions of Theorem 2.1,

|D(2;N)
2k | ≤ ck

N2
, (2.9)

with some constant c. Inequality (2.9) represents the main technical result of
this paper. It is proved in the next subsection. With (2.9) in hands, we can use
relation (2.8) to show that (2.4) holds.

Now let us explain the use of the generating function f(τ) (1.6). Regarding
the right-hand side of (2.4), one can observe that the third derivative of f(τ)
could be useful in computations (see section 5, in particular identity (5.12)).
Indeed, the function

f(τ) +
A

N2

τ2

(1− τ)5/2
= ΦN (τ) with A =

3α

4

is a very good candidate to generate the estimating expressions and this is not
by a simple coincidence. Let us show how (2.9) implies the estimate

M
(N)
2k ≤ [ΦN (τ)]k . (2.10)
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Assuming that this estimates and (2.9) are valid for all the terms of the right-
hand side of (2.8), we can estimate it with the help of inequalities

1
4

k−1∑
j=0

M2k−2−2jM2j +
1
4
|D(2)

2k−2| ≤
1
4
[
Φ2

N (τ)
]
k−1

+
c

4N2

[
1

(1− τ)2

]
k−2

.

Ignoring the form of terms O(N−4), we can write that[τ
4
Φ2

N (τ)
]

k
=
[
τf2(τ)

4
+

τ3f(τ)
2

A

N2(1− τ)5/2

]
k

+ O(N−4).

Rewriting (1.6) and quadratic equation for f(τ) in convenient forms

τf2(τ)
4

= f(τ)− 1 and
τf(τ)

2
= 1−

√
1− τ , (2.11)

we transform the expression in the brackets:[
f(τ) +

A

N2

τ2

(1− τ)5/2
− A

N2

τ2

(1− τ)2

]
k

= [ΦN (τ)]k −
A

N2

[
τ2

(1− τ)2

]
k

.

Remembering that [ΦN (τ)] reproduces the estimate M
(N)
2k ≤ [ΦN (τ)]k, we con-

clude that it is valid provided

A

N2

[
τ2

(1− τ)2

]
k

≥ c

4N2

[
τ2

(1− τ)2

]
k

=
c(k − 1)

4N2
. (2.12)

This requires inequality A ≥ c/4.
The final comment is related to the role of the terms O(N−4) in the right-

hand side of (2.10). They are of the form

A2

4N4

[
τ5

(1− τ)5

]
k

≤ A2k4

N4
.

If one wants these terms not to violate inequality (2.12), one has to set the ratio
k3/N2 = χ̃ sufficiently small. This explains the last condition of Theorem 2.1.

It should be noted that the same comments concern the proof of the estimate
of covariance terms (2.9), where the recurrent relations, generating functions and
terms of the type χ̃ appear. In the proofs, we constantly use relations (2.11).

2.2 Main technical result

In this subsection we prove the estimates of the covariance terms of the type
D

(2)
2k =

∑
E{Lo

a1
Lo

a2
}. The main idea is that these terms are determined by a

system of recurrent relations similar to (2.8). These relations involve the terms
of more complicated structutre than D(2). The variables we study are defined
as
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D
(q)
2k =

∑
a1+...+aq=2k

D(q)
a1,...,aq

=
∑

a1+...+aq=2k

E
{

Lo
a1

Lo
a2
· · ·Lo

aq

}
, q ≥ 2.

Our main technical result is given by the following statement.

Proposition 2.1.
Given A > 1/16, there exists χ > 0 such that estimate (2.10) holds for all values
of 1 ≤ k ≤ k0, where k0 verifies condition

k3
0

N2
≤ χ . (2.13)

Also there exists C
1
24

< C < max{3A

2
, 4!} (2.14)

such that inequalities

|D(2s)
2k | ≤ C

(3s)!
N2s

[
τ

(1− τ)2s

]
k

, (2.15a)

and

|D(2s+1)
2k | ≤ C

(3s + 3)!
N2s+2

[
τ

(1− τ)2s+5/2

]
k

, (2.15b)

are true for all k, s such that

2k + q ≤ 2k0 (2.16)

with q = 2s and q = 2s + 1, respectively.

Remark. The form of estimates (2.15) is dictated by the structure of the recur-
rent relations we derive below. The bounds for the constants A and C and of
the form factorial terms of (2.15) are explained in subsection 2.4.

We prove Proposition 2.1 in the next subsection on the base of recurrent
relations for D(q) that we derive now. Let us use identity for centered random
variables E{XoY o} = E{XY o} and consider equality

E
{

Lo
a1

Lo
a2
· · ·Lo

aq

}
= E

{
La1 [L

o
a2
· · ·Lo

aq
]o
}

. (2.17)

We apply to the last expression the integration by parts formula (5.1) with H l

replaced by Ha−1
sx [Lo

a2
· · ·Lo

aq
]o. Following computations of subsection 5.1, we

obtain equality
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D(q)
a1,...,aq

=
1
4

a1−2∑
j=0

E
{

La1−2−jLj [Lo
a2
· · ·Lo

aq
]o
}

+
1

4N2

q∑
i=2

E
{

Lo
a2
· · ·Lo

ai−1
ai Lai+a1−2L

o
ai+1

. . . Lo
aq

}
, (2.18)

with the help of formulas (5.7) and (5.8), respectively.
Let us consider the first term from the right-hand side of (2.18). We can

rewrite it in terms of variables D with the help of the following identity

E{L1L2Q
o} = E{L1}E{Lo

2Q}+E{L2}E{Lo
1Q}+E{Lo

1L
o
2Q}−E{Lo

1L
o
2}E{Q},

where Q = Lo
a2
· · ·Lo

aq
. Regarding the last term of (2.18), we use (2.17) and

obtain relation

D(q)
a1,...,aq

=
1
4

a1−2∑
j=0

MjD
(q)
a1−2−j,a2,...,aq

+
1
4

a1−2∑
j=0

Ma1−2−jD
(q)
j,a2,...,aq

+
1
4

a1−2∑
j=0

D
(q+1)
j,a1−2−j,a2,...,aq

− 1
4

a1−2∑
j=0

D
(2)
j,a1−2−jD

(q−1)
a2,...,aq

+
1

4N2

q∑
i=2

aiMa1+ai−2D
(q−2)
a2,...,ai−1,ai+1,...,aq

+
1

4N2

q∑
i=2

aiD
(q−1)
a2,...,ai−1,ai+a1−2,ai+1,...,aq

.

(2.19)
Taking into account that M

(N)
2k+1 = 0, it is easy to deduce from (2.19) by recur-

rence that
D(q)

a1,...,aq
= 0 whenever a1 + . . . + aq = 2k + 1.

Introducing variables

D̄
(q)
2k =

2k∑
a1,...,aq

∣∣∣D(q)
a1,...,aq

∣∣∣
and using the positivity of M2j , we derive from (2.19) the second main relation

D̄
(q)
2k ≤ 1

2

k−1∑
j=0

D̄
(q)
2k−2−2jM2j +

q − 1
4N2

k−1∑
j=0

D̄
(q−2)
2k−2−2j ·

(2j + 2)(2j + 1)
2

·M2j

+
1
4
D̄

(q+1)
2k−2 +

1
4

k−1∑
j=0

D̄
(q−1)
2k−2−2jD̄

(2)
2j +

2k(2k − 1)
2

· (q − 1)
4N2

· D̄(q−1)
2k−2 , (2.20)

where 1 ≤ k, 2 ≤ q ≤ 2k. When regarding two last terms of (2.19), we have
used obvious equality

2l∑
a1,a2

a2 Fa1+a2−2 =

(
2l−1∑
a2=1

a2

)
F2l−2 =

2l(2l − 1)
2

F2l−2.
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The upper bounds of sums in (2.20) are written under agreement that D̄
(q)
2k = 0

whenever q > 2k. Also we note that the form of inequalities (2.20) is slightly
different when we consider particular values of q and k. Indeed, some terms
are missing when the left-hand side is D̄

(2)
2k , D̄

(3)
2k , D̄

(2k)
2k , D̄

(2k−1)
2k , and D̄

(2k−2)
2k .

However, the agreement that D̄
(q)
2k = 0 whenever q > 2k and that D̄

(1)
2k = 0 and

D̄
(0)
2k = δk,0 make (2.20) valid in these cases.

Obviously, we have that

M2k ≤
1
4

k−1∑
j=0

M2k−2−2j M2j +
1
4
D̄

(2)
2k−2. (2.21)

2.3 Recurrent relations and estimates

To estimate M and D̄(q), we introduce auxiliary numbers B
(N)
k and R

(q;N)
2k

determined by a system of two recurrent relations induced by (2.20) and (2.21).
This system is given by the following equalities (we omit superscripts N)

Bk =
1
4

(B ∗B)k−1 +
1
4
R

(2)
k−1, (2.22)

and
R

(q)
k =

1
2

(
R(q) ∗B

)
k−1

+
q − 1
4N2

(
R(q−2) ∗B′′

)
k−1

+
1
4
R

(q+1)
k−1

+
1
4

(
R(q−1) ∗R(2)

)
k−1

+
k2q

2N2
R

(q−1)
k−1 , (2.23)

considered in the domain

∆ = {(k, q) : k ≥ 1, 2 ≤ q ≤ 2k}

with denotation

B′′
k =

(2k + 2)(2k + 1)
2

Bk

and the convolutions as follows

(B ∗B)k−1 =
k−1∑
j=0

Bk−1−jBj .

The initial values for (2.22)-(2.23) coincide with those of M and D:

B
(N)
0 = 1, R

(2;N)
1 =

1
4N2

.

Let us note that one can consider relations (2.22) and (2.23) for all integers k
and q with obvious agreement that outside of ∆ the values of R are zero except
the origin R

(0;N)
0 = 1. The system (2.22)-(2.23) plays a fundamental role in our

method the proof of Proposition 2.1. This proof is composed of the following
three statements.

11



Lemma 2.1.
Given fixed N , the family of numbers {Bk, R

(q)
k , (k, q) ∈ ∆} exist; it is uniquely

determined by the system of relations (2.22)-(2.23).

Lemma 2.2.
Inequalities

M
(N)
2k ≤ B

(N)
k and D̄

(q;N)
2k ≤ R

(q;N)
k (2.24)

hold for all N and (k, q) ∈ ∆.

Lemma 2.3.
Under conditions of Proposition 2.1, the numbers Bk and R

(q)
k are estimated by

the right-hand sides of inequalities (2.10), (2.14) and (2.15), respectively; that
is

B
(N)
k ≤

[
f(τ) + AN−2τ2(1− τ)−5/2

]
k
≡ [ΦN (τ)]k (2.25)

and

R
(q;N)
k ≤

{
C(3s)!N−2s

[
τ(1− τ)−2

]
k
, if q = 2s;

C(3s + 3)!N−2s−2
[
τ(1− τ)−(4s+5)/2

]
k
, if q = 2s + 1.

(2.26)

Lemma 2.3 represents the main technical result concerning the system (2.22)-
(2.23). Lemmas 2.1 and 2.2 looks like a simple consequence of the recurrent pro-
cedure applied to relations (2.22)-(2.23) and (2.20)-(2.21), respectively. How-
ever, the form of recurrent relations (2.22)-(2.23) is not usual because relations
for B involve the values of R and vice-versa. The ordinary scheme of recur-
rence has to be modified. This modification is described in the next subsection.
Lemma 2.3 is also proved on the base of this modified scheme of recurrence.

2.3.1 The triangular scheme of recurrent estimates

Let us show on the example of Lemma 3 that the ordinary scheme of recurrent
estimates can be applied to the system (2.20)-(2.23). Under the ordinary scheme
we mean the following reasoning. Assume that the estimates we need are valid
for the terms entering the right-hand side of the inequalities derived. Apply
these estimates to all terms there and show that the sum of the expressions
obtained is smaller than that we assume for the terms of the left-hand side;
check the estimates of the initial terms. Then all estimates we need are true.
Let consider the plane of integers (k, q) assume that estimates (2.26) are valid
for all variables R with (k, q) lying inside of the triangle domain ∆(m),m ≥ 2

∆(m) = {(k, q) : 1 ≤ k, 2 ≤ q ≤ 2k, k + q ≤ m}

and that estimates (2.25) are valid for all variables Bl with 1 ≤ l ≤ m− 2.

12



Then we proceed to complete the next line k+q = m+1 step by step starting
from the top point T (m + 1) of the triangle zone ∆(m + 1) and ending at the
bottom point (m − 1, 2) of this side line. This means that on each step, we
assume estimates (2.25) and (2.26) valid for all terms entering the right-hand
sides of relations (2.23) and show that the same estimate is valid for the term
standing at the left hand side of (2.23).

Once the bottom point (m − 1, 2) achieved, we turn to relation (2.22) and
prove that estimate (2.25) is valid for Bm. Again, this is done by assuming
that all terms entering the right-hand side of (2.22) verify estimates (2.25) and
(2.26) with q = 2, and showing that the expression obtained is bounded by the
right-hand side of (2.25). This completes the triangular scheme of recurrent
estimates.

It is easy to see that the reasoning described above proves, with obvious
changes, Lemmas 2.1 and 2.2.

2.3.2 Estimates for B

Assuming that the terms standing in the right-hand side of (2.22) are estimates
(2.25) and (2.26) with s = 1, we can write inequality

1
4
(B ∗B)k−1 +

1
4
R

(2)
k−1 ≤[

τf2(τ)
4

+
A

N2

τ3f(τ)
2(1− τ)5/2

+
A2

4N4

τ5

(1− τ)5

]
k

+
3C

2N2

[
τ2

(1− τ)2

]
k

. (2.27)

Taking into account relations (2.11), we transform the first bracket of (2.27)
into expression[

f(τ) +
A

N2

τ2

(1− τ)5/2

]
k

− A

N2

[
τ2

(1− τ)2

]
k

+
A2

4N4

[
τ5

(1− τ)5

]
k

.

Here, the first term reproduces expression [ΦN (τ)]k ; the second term is negative
and this allows us to show that the estimate wanted is true. Then we see that
estimate Bk ≤ [ΦN (τ)]k is true whenever inequality

A

[
τ2

(1− τ)2

]
k

≥ 3C

2

[
τ2

(1− τ)2

]
k

+
A2

4N2

[
τ5

(1− τ)5

]
k

(2.28)

holds. This is equivalent to the condition

A ≥ 3C

2
+

A2

4N2

(k − 4)(k − 3)(k − 2)
4!

.

Remembering that k3 ≤ χN2, we see that the estimate (2.25) of Bk is true
provided

A ≥ 3C

2
+

A2χ

96
. (2.29)
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2.3.3 Estimates for R(2s)

Let us rewrite (2.8) with q = 2s, s ≥ 2, k ≥ 1 in the form

R
(2s)
k =

1
2

(
R(2s) ∗B

)
k−1

+
2s− 1
4N2

(
R(2s−2) ∗B′′

)
k−1

+ X + Y + Z, (2.30)

where we denoted

X =
1
4
R

(2s+1)
k−1 , Y =

1
4

(
R(2s−1) ∗R(2)

)
k−1

, Z =
k2s

N2
R

(2s−1)
k−1 . (2.31)

The first term in the right-hand side of (2.30) admits the following estimate

1
2

(
R(2s) ∗B

)
k−1

≤ C(3s)!
N2s

[
τ2f(τ)

2(1− τ)2s
+

A

2N2

τ4

(1− τ)2s+5/2

]
k

.

Using (2.11), we transform the last expression to the form

C(3s)!
N2s

[
τ

(1− τ)2s
− τ

(1− τ)2s−1/2
+

A

2N2

τ4

(1− τ)2s+5/2

]
k

. (2.32)

The first term reproduces the expression we need to estimate R
(2s)
k .

Let us consider the second terms of the right-hand side of (2.30). Assuming
(2.25) and using identity (5.9), it is easy to show that

B′′
k ≤

[
1

(1− τ)3/2
+

18A

N2

1
(1− τ)9/2

]
k

. (2.33)

Then we can write inequality(
R(2s−2) ∗B′′

)
k−1

≤ C(3s− 3)!
4N2s−2

[
τ

(1− τ)2s−1/2
+

18A

N2

τ

(1− τ)2s+5/2

]
k

.

(2.34)
Here and below we use inequality [τ jg(τ)]k ≤ [g(τ)]k valid for the generating
functions under consideration. Let us stress that (2.34) remains valid in the
case of s = 1 with C replaced by 1.

Let us turn to (2.31). We estimate the sum of X and Y by

X + Y ≤ C(1 + C)(3s + 3)!
4N2s+2

[
τ

(1− τ)2s+5/2

]
k

. (2.35)

For the last term of (2.31) we can write inequality

Z ≤ Ck2(3s + 1)!
N2s+2

[
τ

(1− τ)2s+1/2

]
k

. (2.36)

Comparing the second term of (2.32) with the sum of the last term of (2.32)
and the right-hand sides of (2.34), (2.35), and (2.37), we arrive at the following
inequality to hold

14



C ≥ (2s− 1)(3s− 3)!
(3s)!

· δs,1 + C(1− δs,1)
4

+
k2(3s + 1)

3N2
·
[
τ(1− τ)−2s−1/2

]
k[

τ(1− τ)−2s+1/2
]
k

+C
(1 + C)(3s + 3)! + 18A(3s− 2)! + 2A(3s)!

4N2(3s)!
·
[
τ(1− τ)−2s−5/2

]
k[

τ(1− τ)−2s+1/2
]
k

. (2.37)

Using identity (5.10), we see that[
τ(1− τ)−2s−1/2

]
k[

τ(1− τ)−2s+1/2
]
k

=
2k + 4s− 2

4s− 1
≤ 4k0

4s− 1
.

Similarly [
τ(1− τ)−2s−5/2

]
k[

τ(1− τ)−2s+1/2
]
k

≤ (4k0)3

(4s− 1)(4s + 1)(4s + 3)
.

Inserting these inequalities into (2.37) and maximizing the expressions obtained
with respect to s, we get the following sufficient condition

C ≥ δs,1 + C(1− δs,1)
24

+ 2χ (1 + 10C(1 + C) + 2AC) . (2.38)

2.3.4 Estimates for R(2s+1)

Let us turn to the case q = 2s + 1 and rewrite (2.8) in the form

R
(2s+1)
k =

1
2

(
R(2s+1) ∗B

)
k−1

+
s

2N2

(
R(2s−1) ∗B′′

)
k−1

+X1+Y1+Z1, (2.39)

where

X1 =
1
4
R

(2s+2)
k−1 , Y1 =

1
4

(
R(2s−1) ∗R(2)

)
k−1

, Z1 =
k2s

N2
R

(2s)
k−1. (2.40)

Regarding the first term of (2.39), we can write inequality

1
2

(
R(2s+1) ∗B

)
k
≤ C(3s + 3)!

N2s+2

[
τ2f(τ)

2(1− τ)2s+5/2
+

Aτ

2N2(1− τ)2s+5

]
k

=
C(3s + 3)!

N2s+2

[
τ

(1− τ)2s+5/2
− τ

(1− τ)2s+2
+

Aτ

2N2(1− τ)2s+5

]
k

. (2.41)

The first term of the right-hand side of (2.41) reproduces the expression needed
to estimate R

(2s+1)
k .

Let us consider the second term of (2.39). It is estimated as follows:

s

2N2

(
R(2s−1) ∗B′′

)
k−1

≤ Cs(3s)!
2N2s+2

[
τ

(1− τ)2s+2

]
k

+
9ACs(3s)!

N2s+4

[
τ

(1− τ)2s+5

]
k

.
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Regarding two first terms of (2.40), we can write that

X1 + Y1 ≤
C(3s + 3)! + 6C2(3s)!

4N2s+2

[
τ

(1− τ)2s+2

]
k

,

and

Z1 ≤
Ck2s(3s)!

N2s+2

[
τ

(1− τ)2s

]
k

.

Comparing the negative term of (2.41) with the sum of the last term of (2.41)
and the estimates for the terms of (2.40), we obtain inequality

C

(
3
4
− s(3s)!

2(3s + 3)!

)
≥ 3C2(3s)!

2(3s + 3)!
+

k2s(3s)!
(3s + 3)!

· [τ(1− τ)−2s]k
[τ(1− τ)−2s−2]k

+
AC

2N2
·
(

1 +
18s(3s)!
(3s + 3)!

)
· [τ(1− τ)−2s−5]k
[τ(1− τ)−2s−2]k

. (2.42)

Equality (5.13) implies that

[τ(1− τ)−2s]k
[τ(1− τ)−2s−2]k

=
2s(2s + 1)

(k − 1 + 2s)(k + 2s)

and that
[τ(1− τ)−2s−5]k
[τ(1− τ)−2s−2]k

≤ 8k3
0

(2s + 2)(2s + 3)(2s + 4)
.

Inserting these two relations into (2.42) and maximizing expressions with re-
spect to s, we obtain, after elementary transformations, the following sufficient
condition

C ≤ 4!
1 + 4Aχ

. (2.43)

2.4 Proof of Theorem 2.1

Let us repeat that inequalities (2.29), (2.38), and (2.43) represent sufficient
conditions for recurrent estimates (2.25) and (2.26) to be true. It is easy to see
that conditions (2.13), (2.14), and A > 1/16 of Proposition 2.1 are sufficient for
(2.29), (2.38), and (2.43) to hold. Applying the triangular scheme of recurrent
estimates of subsection 2.3.1 to the systems (2.20), (2.21) and (2.22) and (2.23),
we see that estimates (2.24) are true. Then we conclude that D̄

(q)
k are bounded

by the expressions standing in the right-hand side of (2.26). Also (2.21) implies
that (2.10) holds.

Comparing relation (2.19) with (2.20) and using again the triangular scheme,
we see that |D(q)

k | ≤ D̄
(q)
k and therefore (2.15) hold. This completes the proof

of Proposition 2.1. Then Theorem 2.1 follows.
We complete this subsection with the discussion of the form of estimates

(2.26) and constants A and C. First let us note that the upper bound 4! for C
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imposed by (2.14) represents a technical restriction; it can be avoided, for ex-
ample, by modifying estimates (2.26) for R(2s) and R(2s+1), where C is replaced
by Cs and Cs+1, respectively. However, in this case the lower bounds 1/16 for
A and 1/24 for C are to be replaced by 1/6 and 1/9, respectively.

The closer A and BC to optimal values 1/16 and 1/24 are, the smaller χ
is to be chosen. The inverse is also correct. Namely, in the next subsection we
prove that estimates (2.9) and (2.10) become asymptotically exact in the limit
χ → 0. In this case factorials (3s)! and (3s+3)! in the right-hand sides of (2.26)
can be replaced by other expressions g(s) and h(s) that provide more precise
estimates for R(q). Indeed, repeating the computations of subsections 2.3.3 and
2.3.4, one can see that in the limit χ → 0 function g(s) can be chosen close to
(2s − 1)!!/4s. This make an evidence for the central limit theorem to hold for
the centered random variables

NLo
a = TrHa −E{ TrHa}.

This observation explains also the fact that the odd ”moments” of the variable
Lo

a decrease faster than the even ones as N →∞. That is why the estimates for
R(2s) have the form different from those of R(2s+1) and are proved separately.

For finite values of χ, the use of some expression proportional to (3s)! is
unavoidable.

2.5 Proof of Theorem 2.2

We present the proof of Theorem 2.2 for the case when k is fixed and N →∞.
Regarding relation (2.19) with q = 2, we obtain relation

D
(2)
2k =

1
2

(
D(2) ∗M

)
2k−2

+
1

4N2
· 2k(2k − 1)

2
M2k−2 +

1
4
D

(3)
2k−2. (2.44)

Proposition 2.1 implies that D
(3)
2k = O(N−4) and that M

(N)
2k −mk = O(N−2).

Then we easily arrive at the conclusion that

D
(2)
2k =

rk

N2
+ O

(
1

N4

)
, (2.45)

where rk are determined by relations r0 = 0 and

rk =
1
2

(r ∗m)k−1 +
1
4
· 2k(2k − 1)

2
mk−1, k ≥ 1. (2.46)

Passing to the generating functions and using relations (2.11) and (5.11), we
obtain equality

rk =
1
4

[
τ

(1− τ)2

]
k

=
k

4
.

Returning to relation (2.8), we conclude that

M
(N)
2k = mk +

1
N2

m
(2)
k + O

(
1

N4

)
.
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Indeed, the difference between M
(N)
2k and mk is of the order N−2 and the next

correction is of the order N−4. Regarding m
(2)
k and using (2.45), we obtain

equality

m
(2)
k =

1
2

[
m(2) ∗m

]
k−1

+
1
16

[
τ2

(1− τ)2

]
k

, k ≥ 1, (2.47)

and m
(2)
1 = 0. Solving (2.47) with the help of (2.11), we get expression

m
(2)
k =

1
16

[
τ2

(1− τ)5/2

]
k

. (2.48)

It is easy to see that (2.48) implies relation

1
16

[
τ2

(1− τ)5/2

]
k

=
1
16

(2k − 3)(2k − 2)(2k − 1)
3!

mk−2

and hence (2.6b). Theorem 2.2 is proved.

2.6 More about asymptotic expansions

The system (2.22)-(2.23) of recurrent relations is the main technical tool in
the proof of the Proposition 2.1, where the estimates for B and R are given.
However, the crucial question is to find the correct form of these estimates. The
first terms of the asymptotic expansions described in previous subsection give
a solution of this problem. Indeed, repeating the proof of Theorem 2.2, we see
that formulas (2.46) and (2.48) indicate the form of the estimates to be proved.
Then the proof of Proposition 2.1 is reduced to elementary computations, where
the most important part is related with the correct choice of the factorial terms
in inequalities (2.15).

The next observation is that relation (2.23) resembles inequality (2.20) ob-
tained from (2.19) by considering the absolute values of variables D

(q)
a1,...,aq and

replacing in the right-hand side of (2.19) the sign ”−” by the sign ”+”. So,
relation (2.23) determine the estimating terms R(q) with certain error. How-
ever, it is not difficult to deduce from estimates (2.25) and (2.26) that if q = 2s,
then this error is of the order smaller than the order of R(2s). This means that
relations (2.23) determine correctly the first terms of the 1/N -expansions of all
R(2s), s ≥ 1 and not only of R(2) as mentioned by Theorem 2.2. The same is
true for the 1/N expansions of D

(2s)
2k . It is easy to show by using (2.23) and

results of Proposition 2.1 that these corrections are given by formulas

D
(2s)
2k = r

(2s)
k + o(k2s−1/N2s),

where r
(2s)
k are such that the corresponding generating function r̃(2s)(τ) =∑

k≥0 r
(2s)
k τk verifies equation

r̃(2s)(τ) =
τf(τ)

2
r̃(2s)(τ) + (2s− 1)r̃(2s−2)(τ)

d2

2N2dτ2
(τf(τ)). (2.49)
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Using equalities (2.11) and resolving (2.49), we obtain expression

r
(2s)
k =

(2s− 1)!!
(4N2)s

[
τ s

(1− τ)2s

]
k

.

The left-hand side of relation (2.23) for R
(q)
k involves variables R

(q)
j , R

(q−1)
j ,

and R(q+1). This can lead one to the idea to use the generating functions of
two variables G(τ, µ) to describe the family of numbers R. In this connection,
the following comment on the structure of the variables D(q) could be useful.
Introducing a generating function F (τ) =

∑
j≥0 τ jLj , we see that∑

k≥1

D
(q)
2k τ2k = E{[F o(τ)]q},

where F o(τ) = F (τ) − EF (τ). Then the mentioned above function can have
the form

GD(τ, µ) =
∑

k≥1,q≥2

D
(q)
2k τ2k µq

q!
= E

{
eµF o(τ)

}
− 1.

In particular, regarding such a generating function of r
(2s)
k , one arrives at the

expression

Gr(τ, µ) =
∑

k≥1,s≥1

r
(2s)
k τ2k µ2s

(2s)!
= exp

{
µ2

4N2

τ

(1− τ)2

}
.

This expression show that the central limit theorem can be proved for the ran-
dom variable NF o(τ) in the asymptotic regime k3/N2 � 1 mentioned in Theo-
rem 2.2. This asymptotic regime can be compared with the mesoscopic regime
for the resolvent of HN and the central limit theorem valid there [2].

3 Orthogonal and anti-symmetric ensembles

In this section we return to Hermitian random matrix ensembles H(η) with η = 1
and η = −1 introduced in section 2. Let us consider the moments of H(1). Using
the method developed in section 2, we prove the following statements.

Theorem 3.1 (GOE).
Given A > 1/2, there exists χ such that

M
(N)
2k ≤ mk + A

1
N

(3.1)

for all k, N such that k ≤ k0 and (2.13) hold. If k is fixed and N →∞, then

M
(N)
2k = mk +

1− (k + 1)mk

2N
+ o(N−1) (3.2)
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and
D

(2;N)
2k =

∑
a+b=2k

E {Lo
aLo

b} =
k

2N2
+ O(N−3). (3.3)

The proof of Theorem 3.1 is obtained by using the method described in
section 2. Briefly saying, we derive recurrent inequalities for M

(N)
2k and D

(q)
2k ,

then introduce related auxiliary numbers B and R determined by a system of
recurrent relations. Using the triangular scheme of recurrent estimates to prove
the estimates we need. Corresponding computations are somehow different from
those of section 2. We describe this difference below (see subsection 3.1).

Let us turn to the ensemble H(−1). Regarding the recurrent relations for the
moments of these matrices, we will see that for M

(η=−1)
2k are bounded by M

(η=1)
2k .

Slightly modifying the computations performed in the proof of Theorem 3.1, one
can prove the following result.

Theorem 3.2 (Gaussian anti-symmetric Hermitian matrices).
Given A > 1/2, there exists χ > 0 such that the moments of Gaussian skew-
symmetric Hermitian ensemble H

(−1)
N admit the estimate

M
(N)
2k ≤ mk + A

1
N

(3.4)

for all values of k,N such that (2.13) holds. Also

|D(2)
2k | = O

(
1

N2

)
and |D(3)

2k | = O

(
1

N3

)
. (3.5)

Given k fixed, the following asymptotic expansions are true for the moments of
H(−1)

M
(N)
2k = mk +

δk,0 − (k + 1)mk

2N
+ o(N−1), (3.6)

and for the covariance terms

D
(2;N)
2k =

∑
a1+a2=2k

E
{
Lo

a1
Lo

a2

}
=

k + 1
4N2

+ O(N−3). (3.7)

3.1 Proof of Theorem 3.1

Using the integration by parts formula (5.7) with η = 1 and repeating compu-
tations of the previous section, we obtain recurrent relation for M2k = EL2k;

M2k =
1
4

k−1∑
j=0

M2k−2−2jM2j +
2k − 1

4N
M2k−2 +

1
4

∑
a1+a2=2k−2

E
{
Lo

a1
Lo

a2

}
. (3.8)
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Regarding the variables

D
(q)
2k =

2k∑
a1,...,aq

D(q)
a1,...,aq

=
2k∑

a1,...,aq

E
{

Lo
a1

Lo
a2
· · ·Lo

aq

}
and using formulas (5.6) and (5.8) with η = 1, we obtain relation

D(q)
a1,...,aq

=
1
4

a1−2∑
j=0

MjD
(q)
a1−2−j,a2,...,aq

+
1
4

a1−2∑
j=0

Ma1−2−jD
(q)
j,a2,...,aq

+
1
4

a1−2∑
j=0

D
(q+1)
j,a1−2−j,a2,...,aq

−1
4

a1−2∑
j=0

D
(2)
j,a1−2−jD

(q−1)
a2,...,aq

+
1

4N
(a1−1)E

{
Lo

a1−2L
o
a2
· · ·Lo

aq

}

+
1

2N2

q∑
i=2

aiMa1+ai−2D
(q−2)
a2,...,ai−1,ai+1,...,aq

+
1

2N2

q∑
i=2

aiD
(q−1)
a2,...,ai−1,ai+a1−2,ai+1,...,aq

.

(3.9)
Introducing variables

D̄
(q)
2k =

2k∑
a1,...,aq

∣∣∣E{Lo
a1
· · ·Lo

aq

}∣∣∣ ,
we derive from (3.9) inequality

D̄
(q)
2k ≤ 1

2

k−1∑
j=0

D̄
(q)
2k−2−2jM2j +

1
4
D̄

(q+1)
2k−2 +

1
4

k−1∑
j=0

D̄
(q−1)
2k−2−2jD̄

(2)
2j +

k

2N
D̄

(q)
2k−2

+
q − 1
2N2

k−1∑
j=0

D̄
(q−2)
2k−2−2j

(2j + 2)(2j + 1)
2

M2j +
(q − 1)k2

N2
· D̄(q−1)

2k−2 . (3.10)

We have used here the same transformations as it was used when passing from
equality (2.19) to inequality (2.20).

Now we proceed as in Section 2 and introduce the auxiliary numbers B and
R that verify relations

Bk =
1
4

(B ∗B)k−1 +
k

2N
Bk−1 +

1
4
R

(2)
k−1, k ≥ 1, (3.11)

and
R

(q)
k =

1
2

(
B ∗R(q)

)
k−1

+
q − 1
2N2

(
B′′ ∗R(q−2)

)
k−1−j

+
k

2N
R

(q)
k−1 +

1
4
R

(q+1)
k−1 +

1
4

(
R(2) ∗R(q−1)

)
k−1

+
qk2

N2
R

(q−1)
k−1 . (3.12)

The initial conditions are: B0 = 1, R
(2)
1 = 1/(2N2). The triangular scheme of

recurrent estimates implies inequalities

M
(N)
2k ≤ B

(N)
k , and |D(q)

2k | ≤ D̄
(q)
2k ≤ R

(q)
k . (3.13)
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The main technical result for GOE is given by the following proposition.

Proposition 3.1
Let us consider B and R for the case of GOE (η = 1). Given A > 1/2 and
1/4 < C < 2 · 6!, there exists χ such that the following estimates

B
(N)
k ≤ mk +

A

N
, k ≥ 2,

or equivalently

B
(q)
k ≤ [f(τ)]k +

A

N

[
τ

1− τ

]
k

, k ≥ 2, (3.14)

and

R
(2s)
k ≤ C(3s)!

N2s

[
τ

(1− τ)2s

]
k

, (3.15a)

and

R
(2s+1)
k ≤ C(3s + 3)!

N2s+2

[
τ

(1− τ)2s+5/2

]
k

, (3.15b)

hold for all values of k, q and N such that k ≤ k0 and (2.13) and (2.16) hold.

The proof of this proposition resembles very much that of the Proposition
2.1. However, there is a difference in the formulas that leads to somewhat
different condition on A. To show this, let us consider the estimate for Bk.
Substituting (3.14) and (3.15) into the right-hand side of (3.11) and using (2.11),
we arrive at the following inequality (cf. (2.28))

A

N

[
τ√

1− τ

]
k

≥ k

2N
mk−1 +

Ak

2N2

[
τ

1− τ

]
k

+
A2 + 6C

4N2

[
τ2

(1− τ)2

]
k

that is sufficient for the estimate (3.14) to be true. Taking into account that[
τ√

1− τ

]
k

= kmk−1, (3.16)

we obtain inequality

A ≥ 1
2

+
2A + A2 + 6C

4Nmk−1
.

It is easy to show that mk−1

√
k ≥ (2k)−1. Then the last inequality is reduced

to the condition
A ≥ 1

2
+ (A + A2 + 3C)

√
χ. (3.17)

The estimates for R(q) also include the values
√

χ and χ. We do not present
these computations.
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Let us prove the second part of Theorem 3.1. Regarding relation (3.8) and
taking into account estimate (3.15a) with q = 2, we conclude that

M
(N)
2k = mk +

1
N

m
(1)
k + o(N−1), as N →∞.

It is easy to see that the numbers m
(1)
k are determined by relations

m
(1)
k =

1
2

(
m(1) ∗m

)
k−1

+
2k − 1

4
mk−1 (3.19)

and m
(1)
0 = 0. Passing to the generating functions, we deduce from (3.19)

equality

m
(1)
k =

1
2

[
τ

1− τ

]
k

− 1
2

[
1−

√
1− τ√

1− τ

]
k

=
1
2
− (k + 1)mk

2
.

Relation (3.2) is proved.
Let us consider the covariance term D(2). It follows from the results of

Proposition 3.1 that
D

(2)
2k =

rk

N2
+ o(N−2).

Then we deduce from (3.12) with q = 2 that rk is determined by the following
recurrent relations

rk =
1
2

(r ∗m)k−1 +
1
2

2k(2k − 1)
2

mk−1.

Solving this equation, we get

rk =
[

τ

2(1− τ)2

]
k

.

This completes the proof of Theorem 3.1.

3.2 Proof of Theorem 3.2

In present section we consider the ensemble H(η) with η = −1. In this case the
elements of H (2.3) are given by imaginary numbers;

(H)xy = iBxy, Bxy = −Byx.

Let us note also that the skew-symmetric condition holds:

(H)xy = −(H)yx = (−H)yx

Regarding the last term of the formula (5.7) and using previous identity, we can
write that

η

4N

2k−1∑
j=1

N∑
x,y=1

E
{
(Hj−1)yx(H2k−1−j)yx

}
= −1

4

2k−1∑
j=1

(−1)j−1E
{

1
N

TrH2k−2

}
.
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Then we derive from (5.7) equality

EL2k =
1
4

2k−2∑
j=0

E {LjL2k−2−j} −
1

4N
EL2k−2

that gives recurrent relation for the moments of matrices H
(−1)
N

M2k =
1
4

k−1∑
j=0

M2jM2k−2−2j −
1

4N
M2k−2 +

1
4
D

(2)
2k−2, (3.20)

where the term D(2) is determined as usual. Regarding the general case of
D(q), q ≥ 2, and using (5.8), we obtain the following relation

D(q)
a1,...,aq

=
1
4

a1−2∑
j=0

E
{

La1−2−jLj [Lo
a2
· · ·Lo

aq
]o
}

+
(−1)a1+1

4N
E
{

Lo
a1−2L

o
a2
· · ·Lo

aq

}

+
1 + (−1)ai+1

4N2

q∑
i=2

E
{

Lo
a2
· · ·Lo

ai−1
ai Lai+a1−2L

o
ai+1

. . . Lo
aq

}
. (3.21)

Comparing this equality with (3.9) and then with (3.10), we see that M
(η=−1)
2k

and D
(q,η=−1)
2k are bounded by the elements B and R(q) of recurrent relations

determined by equalities (3.11) and (3.12), respectively. Indeed, taking into
account positivity of M2j and the fact that 1/4N ≤ k/4N and 1+(−1)ai+1 ≤ 2,
we obtain inequalities

M2k ≤
1
4

k−1∑
j=0

M2jM2k−2−2j +
1

4N
M2k−2 +

1
4
D̄

(2;η=−1)
2k−2 ,

where
D̄

(q,η=−1)
2k ≤ D̄

(q,η=1)
2k .

Then we conclude that

M
(η=−1)
2k ≤ M

(η=1)
2k ≤ Bk and D̄

(q,η=−1)
2k ≤ R

(q)
k . (3.22)

This completes the proof of the first part of Theorem 3.2.

Now let us turn to the asymptotic expansion of M2k and D
(2)
2k for fixed k

and N →∞. Regarding (3.21) with q = 2, we obtain the following relation

D
(2)
2k =

1
2

(
D(2) ∗M

)
2k−2

+
1
4
D

(3)
2k−2 +

(−1)a1+1

4N

∑
a1+a2=2k

E
{
Lo

a1−1L
o
a2

}

+
1 + (−1)a2+1

4N2

∑
a1+a2=2k

a2ELa1+a2−2.
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Now, introducing variable rk

D
(2)
2k =

rk

N2
+ O(N−3)

and taking into account estimates (3.4) and (3.5), we conclude after simple
computations that r is determined by recurrent relations

rk =
1
2

(r ∗m)k−1 +
k2

2
mk−1.

Using relation (5.10), we can write that

k2

2
mk−1 =

2k(2k − 1)
2 · 4

mk−1 +
k

4
mk−1 =

1
4

[
τ

(1− τ)3/2

]
k

+
1
4

[
τ

(1− τ)1/2

]
k

.

Then

rk =
1
4

[
τ

(1− τ)2

]
k

+
1
4

[
τ

1− τ

]
k

=
k + 1

4
. (3.23)

Now let us consider 1/N -expansion for M2k

M2k = mk +
1
N

m
(1)
k .

It is easy to see that equality (3.20) together with estimates (3.5) implies the
following recurrent relation for m

(1)
k

m
(1)
k =

1
2

(
m(1) ∗m

)
k−1

− mk−1

4
.

Then

m
(1)
k = −

[
τf(τ)

4
√

1− τ

]
k

=
δk,0 − (k + 1)mk

2
. (3.24)

These computations prove the second part of Theorem 3.2.

Theorems 3.1 and 3.2 show that there exists essential difference between
GOE and Gaussian anti-symmetric ensemble. Let us illustrate this by the direct
computation of M

(N)
2 for these two ensembles.

In the case of GOE, we have

1
N

N∑
x,y=1

EH2
xy =

2
N

∑
x<y

EA2
xy +

1
N

N∑
x=1

EA2
xx =

N(N − 1)
4N2

+
1

2N
=

1
4

+
1

4N
.

This relation reproduce (3.2) with k = 1.
The first nontrivial moment of anti-symmetric matrices reads as

1
N

N∑
x,y=1

EH2
xy =

2
N

∑
x<y

EB2
xy =

N(N − 1)
4N2

=
1
4
− 1

4N
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that agrees with (3.24).
Finally, let us point out the difference between GOE and anti-symmetric

ensemble with respect to the first term of the expansion of D(2) given by (3.3)
and (3.23), respectively. This indicates that Gaussian Hermitian anti-symmetric
ensemble represent a different universality class of the spectral properties of
random matrices than that of GOE (see for example, the monograph [16]).

4 Gaussian Band random matrices

Now let us consider the ensemble of Hermitian random matrices given by the
formula [

H(N,b)
]

xy
= Hxy

√
Uxy, x, y = 1, . . . , N, (4.1)

where {Hxy, x ≤ y} are the same as in (5.2) and determine the GUE with the
probability distribution (1.1). The elements of non-random matrix U = U (N,b)

are determined by relation

Uxy =
1
b

u

(
x− y

b

)
, x, y = 1, . . . , N,

where u(t), t ∈ R is a positive even piece-wise continuous function such as

sup
t∈R

u(t) = u0 < ∞ and
∫ ∞

−∞
u(t) dt = u1.

Without loss of generality, we can consider u0 = 1. We assume also that
u(t), t ≥ 0 is monotone. If u(t) is given by the indicator function of the in-
terval (−1/2, 1/2), then matrices (4.1) are of the band form. We keep the term
of band random matrices when regarding the ensemble (4.1) in the general case.

It is known (see for instance [5, 17]) that the moments of H(N,b) converge in
the limit of 1 � b � N to the moments of the semicircle law;

M
(N,b)
2k+1 = 0, M

(N,b)
2k = E

{
1
N

Tr
[
H(N,b)

]2k
}
→ mk(u1), (4.3)

where the numbers {mk(u1), k ≥ 0} are given by recurrent relations

mk(u1) =
u1

4

k−1∑
j=0

mk−1−j(u1) mj(u1), m0(u1) = 1.

The generating function f1(τ) =
∑

τk mk(u1) is related with f(τ) (1.7) by
equality f1(τ) = f(τu1) and therefore

mk(u1) = uk
1 mk.
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4.1 Main results

In this section we present non-asymptotic estimate for the moments of M
(N,b)
2k .

This improves proposition (4.3). Let us denote

û1 = û
(b)
1 =

1
b

+
1
b

+∞∑
l=−∞

u

(
l

b

)
.

Clearly û1 ≥ u1 and û
(b)
1 → u1 as b →∞.

Theorem 4.1.
Given α > 1/12, there exists θ > 0 such that the estimate

M
(N,b)
2k ≤

(
1 + αû

(k + 1)3

b2

)
mk(û1), (4.4)

where û = max{û1, 1/8}, holds for all values of k, b such that (k + 1)3

b2 ≤ θ and
b ≤ N .

The proof of this theorem is obtained by using the method described in sec-
tion 2. We consider mathematical expectations of variables L2k(x) = (H2k)xx

and derive recurrent relations for them and related covariance variables. Cer-
tainly, these relations are of more complicated structure than those derived for
GUE in section 2. However, regarding the estimates for M2k = EL2k(x) by
auxiliary numbers B̄k, one can observe that equalities for B̄k and related num-
bers R̄

(q)
k is almost the same as the system (2.22)-(2.23) derived for GUE. This

allows us to say that the system (2.22)-(2.23) plays an important role in random
matrix theory and is of somewhat canonical character. The estimates for the
moments M

(N,b)
2k follow immediately.

4.2 Moment relations and estimates

In what follows, we omit superscripts (N, b) when no confusion can arise. The
integration by parts formula, when applied to band random matrices (4.1) gives

E
{
Hxs (H l)tv

}
=

1
4
· Uxs

l−1∑
j=0

E
{
(Hj)ts (H l−j)xv

}
. (4.5)

Regarding Lk(x) = (Hk)xx, we obtain equality

EL2k(x) =
1
4

2k−2∑
j=0

E {L2k−2−j(x) Lj [x]} ,
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where we denoted

Lj [x] =
1
b

N∑
y=1

u

(
x− y

b

)
(Hj)yy .

Introducing variables Mk(x) = ELk(x) and Mk[x] = ELk[x], we obtain equality

M2k(x) =
1
4

k−1∑
j=0

M2k−2−2j(x) M2j [x] +
1
4
D

(2)
2k−2(x, [x]), (4.6)

where we denoted

D
(2)
2k−2(x, [x]) =

∑
a1+a2=2k−2

E
{
Lo

a1
(x) Lo

a2
[x]
}

. (4.7)

In (4.6) we have used obvious equality M2k+1(x) = 0.
To get the estimates to the terms standing on the right-hand sides of (4.6)

and (4.7), we need to consider more general expressions than M and D intro-
duced above. Let us consider the following variables

M
(πr,ȳr)
2k (x) = E

{
(Hp1Ψy1H

p2 · · ·Ψyr
Hpr+1)xx

}
, (4.8)

where we denoted πr = (p1, p2, . . . , pr+1) with
∑r+1

i=1 pi = 2k, the vector ȳr =
(y1, . . . , yr) and Ψy denotes the diagonal matrix

(Ψy)st = δst U

(
t− y

b

)
, s, t = 1, . . . , N.

One can associate the right-hand side of (4.8) with 2k white balls separated into
r + 1 groups by r black balls.

The second variable we need is

D(q,πr(αq),ȳr)
a1,a2,...,aq

(x̄q) = E{ Lo
a1

(x1)Lo
a2

[x2] · · ·Lo
aq

[xq]︸ ︷︷ ︸
πr(ȳr)

}, (4.9)

where αq = (a1, . . . , aq) and x̄q = (x1, . . . , xq). We also denote |αq| =
∑q

i=1 ai.
So, we have the set of |αq| white balls separated into q boxes by q − 1 walls.

The brace under the last product means that the set {a1|a2| · · · |aq} of walls
and white balls is separated into r+1 groups by r black balls. The places where
the black balls are inserted depend on the vector αq.

Let use derive recurrent relations for (4.8) and (4.9). These relations resem-
ble very much those obtained in section 2. First, we write identity

M
(πr,ȳr)
2k (x) =

N∑
s=1

E
{
Hxs

(
Hp1−1Ψy1H

p2 · · ·ΨyrH
pr+1

)
sx

}
,
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and apply the integration by parts formula (4.5). We obtain equality

M
(πr,ȳr)
2k (x) =

∑
a1+a2=2k−2

E{La1(x)La2 [x]︸ ︷︷ ︸
π′r(ȳr,α2)

}.

In this relation the partition π′ is different from the original π from the left-hand
side. It is not difficult to see that π′ depends on particular values of a1 and a2,
i.e. on the vector (a1, a2). Returning to the denotation M = E{L}, we obtain
the first main relation

M
(πr,ȳr)
2k (x) =

∑
a1+a2=2k−2

Ma1(x)Ma2 [x]︸ ︷︷ ︸
π′(yr,α2)

+
∑

a1+a2=2k−2

D(2,π′(yr,α2))
a1,a2

(x, [x]).

(4.10)
Let us consider

D(q,πr(αq),ȳr)
a1,a2,...,aq

(x̄q) =
N∑

s=1

E{ Hx1s(Ha1−1)sx1

[
Lo

a2
[x2] · · ·Lo

aq
[xq]
]o

︸ ︷︷ ︸
πr(ȳr,αq)

}

and apply (4.5) to the last mathematical expectation. We get

D(q,πr(αq),ȳr)
a1,a2,...,aq

(x̄q) =
1
4

a1−2∑
a′=0

E{ La1−2−a′(x1)La′ [x1]
[
Lo

a2
[x2] · · ·Lo

aq
[xq]
]o

︸ ︷︷ ︸
π′r(ȳr,α′

q+1)

}

+
1

4b2

q∑
i=2

ai−1∑
j=0

E{
(
HjΨxiH

ai−1−jΨx1H
a1−1

)
x1x1

Lo
a2

[x2] · · · ×i · · ·Lo
aq

[xq]︸ ︷︷ ︸
π′′

r+2(ȳ
′
r+2,α′′

q+1(i))

}.

(4.11)
In these expressions, π′ and π′′ designate partitions different from π; they de-
pend on the vectors α′q+1 = (a1 − 2− a′, a′, a2, . . . , aq) and

α′′q+1(i) = (j, ai − 1− j, a1 − 1, a2, . . . , ai−1, ai−1, . . . , aq),

respectively; also ȳ′r+2 = (xi, x1, y1, y2, . . . , yr). The notation ×i in the last
product of (4.11) means that the factor Lai is absent there. Repeating the
computations of section 2, we arrive at the second main relation

D(q,πr(αq),ȳr)
a1,a2,...,aq

(x̄q) =
6∑

l=1

Tl, (4.12)

where

T1 =
1
4

a1−2∑
a′=0

Ma1−2−a′(x1) D
(q)
a′,a2,...,aq︸ ︷︷ ︸

π′r(ȳr,α′
q+1)

([x1], [x2], . . . , [xq]);
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T2 =
1
4

a1−2∑
a′=0

Ma1−2−a′ [x1] D
(q)
a′,a2,...,aq︸ ︷︷ ︸

π′r(ȳr,α′
q+1)

(x1, [x2], . . . , [xq]);

T3 =
1
4

a1−2∑
a′=0

D
(q+1,π′r(ȳr,α′q+1))

a1−2−a′,a′,a2,...,aq
(x1, [x1], [x2], . . . , [xq]);

T4 = −1
4

a1−2∑
a′=0

D
(2)
a1−2−a′,a′(x1, [x1]) D(q−1)

a2,...,aq︸ ︷︷ ︸
π′r(ȳr,α′

q+1)

([x2], . . . , [xq]);

T5 =
1

4b2

q∑
i=2

ai−1∑
j=0

Ma1+ai−2(x1) D(q−2)
a2,...,ai−1,ai+1,...,aq︸ ︷︷ ︸

π′′
r+2(ȳ

′
r+2,α′′

q+2(i))

([x2], . . . , [xi−1], [xi+1], . . . , [xq]);

and finally

T6 =
1

4b2

q∑
i=2

ai−1∑
j=0

D
(q−1,π′′r+2(ȳ

′
r+2,α′′q (i)))

a1+ai−2,a2,...,ai−1,ai+1,...,aq
(x1, [x2], . . . , [xi−1], [xi+1], . . . , [xq]).

Now let us introduce auxiliary numbers {B̂(N,b)
k , k ≥ 0} and

R̂(q;N,b)
αq

= R̂(q;N,b)
a1,...,aq

, for q ≥ 0 and ai ≥ 0,

determined for all integer k, q and ai by the following recurrent relations (in
B̂ and R̂, we omit superscripts N and b). Regarding {B̂}, we set B̂0 = 1 and
determine B̂k by relation

B̂k =
û1

4

k−1∑
j=0

B̂k−1−jB̂j +
1
4

∑
a1+a2=2k−2

R̂(2)
a1,a2

, k ≥ 1. (4.13)

Regarding {R̂}, we set R̂(0) = 1 and R̂
(1)
a = 0. We also assume that R̂

(q)
αq = 0

when either q > |αq| or one of the variables ai is equal to zero. The recurrent
relation for R̂ is

R̂(q)
a1,...,aq

=
û1

2

a1−2−j∑
j=0

B̂a1−2−jR̂
(q)
j,a2,...,aq

+
1
4

a1−2−j∑
j=0

R̂
(q+1)
j,a1−2−j,a2,...,aq

+
1
4

a1−2−j∑
j=0

R̂
(2)
a1−2−j,jR̂

(q−1)
a2,...,aq

+
û1

4b2

q∑
i=2

aiB̂a1+aI−2R̂
(q−2)
a2,...,ai−1,ai+1,...,aq

+
1

4b2

q∑
i=2

aiR̂
(q−1)
a2,...,ai−1,ai+1,...,aq

.

(4.14)
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Existence and uniqueness of the numbers B̂ and R̂ follow from the triangular
scheme described above in section 2.

Using the triangular scheme of section 2, it is easy to deduce from relations
(4.10) and (4.11) that

sup
x,ȳr

M
(πr,ȳr)
2k (x) ≤ B̂k (4.15)

and
sup
x̄q,ȳr

|D(q,πr(αq),ȳr)
a1,a2,...,aq

(x1, [x2], . . . , [xq]) | ≤ R̂(q)
a1,a2,...,aq

. (4.16)

Let us note that when regarding (4.15) with k = 0, we have used the property
of u (4.2)

M
(πr,ȳr)
0 (x) =

r∏
i=1

u

(
x− yi

b

)
≤ ur

0 ≤ 1.

Now, let us introduce two more auxiliary sets of numbers B̄k and R̄(q)k. We
determine them by relations

B̄k =
û1

4

k−1∑
j=0

B̄k−1−jB̄j +
1
4
R̄

(2)
k−1, B̄0 = 1, (4.17)

and

R̄
(q)
k =

û1

2

k−1∑
j=0

R̄
(q)
k−1−jB̄j +

û1(q − 1)
4b2

k−1∑
j=0

R̄
(q−2)
k−1−j

(2j + 2)(2j + 1)
2

B̄j+

1
4
R̄

(q+1)
k−1 +

1
4

k−1∑
j=0

R̄
(2)
k−1−jR̄

(q−1)
j +

2k2(q − 1)
4b2

R̄
(q−1)
k−1 . (4.18)

It is clear that

B̂k ≤ B̄k and
∑

a1+...aq=2k

R̂(q)
a1,...,aq

≤ R̄
(q)
k . (4.19)

The main technical result of this section is as follows.

Proposition 4.1.
Let û = max{û1, 1/8}. Given A > 1/16, there exists θ > 0 such that the
estimate

B̄k ≤
[
f1(τ) +

Aû

b2

τ2

(1− τ û1)5/2

]
k

(4.20)

holds for all values of k ≤ k0, where k0 verifies condition k3
0 ≤ θb2. Also there

exists C
1
24

< C < max{3A

2
, 4!}

31



such that inequalities

R̄
(2s)
k ≤ C

ûs(3s)!
b2s

[
τ

(1− τ û1)2s

]
k

(4.21a)

and

R
(2s+1)
k ≤ C

ûs+1(3s + 3)!
b2s+2

[
τ

(1− τ û1)2s+1

]
k

, (4.21b)

hold for all values of k and s such that

2k + q ≤ 2k0

with q = 2s and q = 2s + 1, respectively.

The proof of this proposition can be obtained by repeating the proof of
Proposition 2.1 with obvious changes. The only difference is related with the
presence of the factors û1 in (4.17) and (4.18). This implies corresponding
changes in the generating functions used in estimates (4.20) and (4.21). Also,
the conditions for A (2.29) and C (2.38), (2.43) are replaced by conditions

A >
3C

2
+

A2û1

16
θ,

C >
δs,1 + C(1− δs,1)

24
+ 2θ (1 + 10ûC(1 + C) + 2û1AC)

and
179û > 20 + 3ûC + 18θûû1A.

The last inequality forces us to use û instead of û1 in the proof. Otherwise, we
should assume that û1 > 1/8. We believe this condition is technical and can be
avoided.

4.3 Spectral norm of band random matrices

Using this result, we can estimate the lower bond for b to have the spectral
norm of ‖H(N,b)‖ = λ

(N,b)
max bounded.

Theorem 4.2 If 1 � (log N)3/2 � b, then λ
(N,b)
max → √

u1 with probability 1.

Proof. Using the standard inequality

P
{

λ(N,b)
max >

√
u1(1 + ε)

}
≤ N

M
(N,b)
2k

uk
1(1 + ε)2k

,

we deduce from (4.4) estimate

P
{

λ(N,b)
max >

√
u1(1 + ε)

}
≤ N

(
1 + αû

(k + 1)2

b2

)k

uk
1(1 + ε)2k

ûk
1 (4.22)
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that holds for all k + 1 ≤ θ1/3b2/3, where θ is as in Theorem 4.1. In (4.22), we
have used inequalities mk(û1) ≤ ûk

1 m2k and m2k ≤ 1.
Assuming that b = φN (log N)3/2, where φN → ∞ as N → ∞, and taking

k + 1 = tθ1/3b2/3, 0 < t ≤ 1, we obtain the estimate

P
{

λ(N,b)
max >

√
u1(1 + ε)

}
≤ N exp

{
−2tθ1/3b2/3 log(1 + ε) + 2αût3

}
·
(

û1

u1

)k

.

(4.23)
Using relation û1 = u1(1 + 1/b), we easily deduce from (4.23) that

P
{

λ(N,b)
max >

√
u1(1 + ε)

}
≤ N1−C log(1+ε)φ

2/3
N

with some positive C. Then corresponding series of probability converges and
the Borel-Cantelli lemma implies convergence of λ

(N,b)
max to

√
u1. Theorem 4.2 is

proved.

Let us complete this subsection with the following remark. If one opti-
mizes the right-hand side of (4.23), one can see that the choice of t = t0 =
b1/3

√
log(1 + ε)(αû)−1/2θ−1/3 gives the best possible estimate in the form

N exp{−b
1√
2αû

(log(1 + ε))3/2}.

Once this estimate shown, convergence λ
(N,b)
max → √

u1 would be true under
condition that b = O(log N). However, one cannot use the optimal value of t0
mentioned above because this choice makes k to be k = O(b). This asymptotic
regime is out of reach for the method of this paper.

5 Auxiliary relations

5.1 Integration by parts for complex random variables

Let us consider matrices H of the form H = V + iW (2.1), (2.3), where Vxy

and Wxy are jointly independent Gaussian random variables verifying conditions
(2.2a) and

EV 2
xy = vxy, EW 2

xy = wxy.

Let us assume that x < y. Then integration by parts formula says that

EHxy(H l)st = vxyE
{

∂(H l)st

∂Vxy

}
+ iwxyE

{
∂(H l)st

∂Wxy

}
(5.1)

It is easy to see that

∂(H l)st

∂Vxy
=

l∑
j=1

N∑
s′,t′=1

(Hj−1)ss′
∂Hs′t′

∂Xxy
(H l−j)vt
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=
l∑

j=1

[
(Hj−1)sx(H l−j)yt + (Hj−1)sy(H l−j)xt

]
. (5.2)

Similarly

∂(H l)st

∂Wxy
= i

l∑
j=1

[
(Hj−1)sx(H l−j)yt − (Hj−1)sy(H l−j)xt

]
. (5.3)

Substituting (5.2) and (5.3) into (5.1), we get equality

EHxy(H l)st = (vxy − wxy)
l∑

j=1

(Hj−1)sx(H l−j)yt+(vxy + wxy)
l∑

j=1

(Hj−1)sy(H l−j)xt.

(5.4)
It is not hard to check that the same relation is true for variables x > y. Also

EHxx(H l)st = vxx

l∑
j=1

(Hj−1)sx(H l−j)xt. (5.5)

Considering (5.4) and (5.5) with v and w determined by (5.1a), we obtain rela-
tion

EHxy(H l)st =
1

4N

l∑
j=1

(Hj−1)sy(H l−j)xt +
η

4N

l∑
j=1

(Hj−1)sx(H l−j)yt. (5.6)

These relations are valid for Gaussian Unitary Ensemble (η = 0), Gaussian
Orthogonal Ensemble (η = 1) and Gaussian anti-symmetric Hermitian matrices
(η = −1).

Finally one can write that

E Tr(H l+1) =
1

4N

l∑
j=1

E
{

TrHj−1 TrH l−j
}
+

η

4N

l∑
j=1

N∑
x,y=1

E
{
(Hj−1)yx(H l−j)yx

}
.

(5.7)
We deduce also from (5.6) that

E
{
Hxy TrH l

}
= E

{
Hxy

N∑
s=1

(H l)ss

}
=

l

4N
(H l−1)xy +

ηl

4N
(H l−1)yx. (5.8)

5.2 Catalan numbers and related identities

In the proofs, we have used the following identity for any integer r ≥ 1,[
1

(1− τ)r+1/2

]
k

= r

(
2k+2r

2k

)(
k+r
k+1

) mk , (5.9)
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or in equivalent form,[
1

(1− τ)r+1/2

]
k

=
1

22k k!
· (2k + 2r)!

(2r)!
· r!
(k + r)!

. (5.10)

Two particular cases are important:

(2k + 2)(2k + 1)
2

mk =
[

1
(1− τ)3/2

]
k

. (5.11)

and
(2k + 1)(2k + 2)(2k + 3)

3!
mk =

[
1

(1− τ)5/2

]
k

. (5.12)

We also use equality[
1

(1− τ)l+1

]
k

=
(k + 1) · · · (k + l)

l!
=

(k + l)!
k! l!

. (5.13)
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