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Abstract — In this paper, we show how Fisher in-
equalities first derived by Zamir can be proved and
extended using a simplified approach. Cases of equal-
ity are detailed to reveal interesting links between no-
tions of gaussianity and invertibility.

I. INTRODUCTION

In (1], R. Zamir extended an important series of Fisher In-
formation Inequalities (FII), first derived in [2], to the case
of non-invertible linear systems. In this paper, we provide an
alternate elementary derivation of Zamir’s inequalities, and
show how the concept of extractable component [1] character-
izing the cases of equality is related to the notion of minimum
norm solution of the linear system.

II. A NEW DERIVATION OF ZAMIR’S F.L.L
In this paper, we consider a linear system with (n x 1)
random input vector X and (m x 1) random output vector Y,
represented by a full row rank m X n matrix A, as

Y = AX.

The probability densities fx and fy are supposed to satisfy
regularity conditions [2], and we denote ¢x and ¢y their re-
spective score (log derivative) functions. The following first
theorem extends [3, Lemma 1].

Theorem 1 The best estimate (in the minimum mean square
error sense) of ¢x(X) from observations Y is

x (X) = AToy () 1

‘We propose here a simple proof of this theorem by showing
that, for any multivariate function h: R™ — R™

Bx (4x (0 - x () h(¥) =0 @)

where ¢x (V) = AT¢y (Y). This result follows from elemen-
tary algebraic computation rules involving the score functions.
The proof follows then from the classical orthogonality prop-
erty of the MMSE estimate. Observe that theorem 1 extends
[3, Lemma 1] since the components of X are not supposed
independent here.

Next, as was shown in [1], theorem 1 implies the following
FII:

Jx
Jy

\Y

ATy A (3)
(asztaT)” (4)

A

The simplified proof we propose here follows from the pos-
itivity of block matrices U; and Us:

n-r| 2O | [gw Fm )
_ ¢Y(Y) T T
Uz—E[¢X(X)J[¢y(Y) ¢x (X) ].
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Moreover, we remark that this result can be retrieved as a
consequence of a more general theorem by Papathanasiou [2].

III. CASE OF EQUALITY IN ZAMIR'S F.I.1.

In this section, the components X; of X are supposed mu-
tually independent. The case of equality in inequality (3) is
characterized by the following theorem.

Theorem 2 FEguality holds in (8) if and only of matriz A
possesses (n — m) null columns or, equivalently, if A writes,
up to a permutation of its column vectors

A = [Ao|0],
where Ao is a (m X m) non-singular matriz.
The case of equality in (4) is characterized as follows:

Theorem 3 Equality holds in (4) if and only if each compo-
nent X; of X verifies at least one of the three properties

a- X is gaussian

b- X, coincides with the i-th component of the minimum
norm solution Xo of systemY = AX

c- X; correspond to a null column of A.

‘We show that this result can be easily proved by considering
the set of solutions of system ¥ = AX expressed as X =
Xo + (I — A* A)Z where Xo = A*Y is the minimum norm
solution, A* denotes the pseudoinverse of A while Z is any
vector.

As a conclusion, equality in (4) requires that all compo-
nents of X that differ from the components of the minimum
norm solution Xy and that influence the output Y — the so-
called non-extractable and non-irrelevant [1] components of X
— should have a gaussian distribution.
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