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Abstract — We characterize the multivariate proba-
bility distributions that maximize the Renyi entropy
under covariance constraint. Then, we show that
these distributions are stable under a particular type
of convolution.

I. INTRODUCTION

Renyi entropy is now a widely used tool in information
theory, with applications such as statistical processing or
database indexing [1]. In this paper, we characterize the mul-
tivariate probability measures that maximize Renyi entropy
under a covariance constraint. Then we extend a particular
convolution whose stable distributions are these Renyi maxi-
mizing laws.

II. MULTIVARIATE RENYI MAXIMIZING DISTRIBUTIONS

We first recall that the Renyi entropy H, of order « of
a random variable X distributed according to f(z) is Ha =
ﬁ log [ f*(z)dz and that, as a — 1, this entropy converges
to the classical Shannon entropy [2]. Let us denote by f. the
n-variate probability densities defined as follows:

1

1 xTK—1x\ =1
Jfo (X) = Ag ——— (1 — sign(o — 1)——————————)
leciKI% 2c
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with co = (sign(a— 1) (% + ﬁ)) , Ao = FL(L;_l)T) if

a—1 2
a<l1, % ifa>1and x € {xleK_lx < 202} for

a—1

a>1and x € R" for a € {0,1[. Our main result expresses as
follows:

Theorem 1 the probability distribution that mazimizes H,
under the constraint E [XXT] =K is fo Vo> 33

This theorem is easily proved using the convexity of a di-
rected version of the Renyi divergence, namely Da (fllg) =
sign(a—1) [ L 4+ 2=21g> — fgo=1 In statistics, the distri-
butions fo are known as the Pearson type II or Student -t [3]
laws (@ > 1) and type VII or Student -s laws (0 < a < 1).
Moreover, a stochastic representation of these random vari-
ables may be deduced from their elliptical symmetry property

[4]:

Theorem 2 if 5 < a < 1, then X~ fo writes as

1
X = (2¢2K)? No/vA where Ny is an n-variate normal ran-
dom wvariable, A is a scalar x* random variable with 2c2,
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2 n degrees of freedom and independent of No. More-

1—a

over, if 2¢2 € N, then denoting 2¢2 = m, X writes as
1 .

X = K2 No where the No<i<m are Gaussian

Vo (N2 -+ NZ,)
N (0,1) and mutually independent

Now if & > 1 and if 2¢2 (: a%—i—n) € N — {0} then
(denoting m = 2¢2) X writes

No

X =K?
V& (NTNo + N7 + -+ N3,)

III. A NATURAL CONVOLUTION ASSOCIATED WITH THE
RENYI ENTROPY
Based on Urbanik’s results [6], we provide now an extension
of Kingman’s convolution [5] that allows to identify the max-
imum Renyi entropy distributions as stable laws associated
with a specific type of convolution.

Theorem 3 Let X and Y both distributed according to
fa (@ < that Z Xxy 2
1
(IXI72+Y |72+ 20 X|7HY|7Y) "2 where X is a random
variable independent of X and Y, and distributed according

to fay (ax > 1) witha = 32?11' Then Z is also distributed
according to fo.

1) and assume

As remarked by Kingman, among all possible random vari-
ables A in (3), the only choice that makes the operation
Z = X %Y associative is exactly A ~ fa,.

IV. CONCLUSIONS AND PERSPECTIVES
The preceding results represent a first step toward the char-
acterization of operations having maximizing Renyi entropy
distributions as stable laws. An extension to multivariate ran-
dom variables, and to Student -r laws remains to be exhibited.
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