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#### Abstract

Ecosystems with a large number of species are often modelled as Lotka-Volterra dynamical systems built around a large random interaction matrix. Under some known conditions, a global equilibrium exists and is unique. In this article, we rigorously study its statistical properties in the large dimensional regime. Such an equilibrium vector is known to be the solution of a so-called Linear Complementarity Problem (LCP). We describe its statistical properties by designing an Approximate Message Passing (AMP) algorithm, a technique that has recently aroused an intense research effort in the fields of statistical physics, Machine Learning, or communication theory. Interaction matrices taken from the Gaussian Orthogonal Ensemble, or following a Wishart distribution are considered. Beyond these models, the AMP approach developed in this article has the potential to describe the statistical properties of equilibria associated to more involved interaction matrix models.


## 1. Introduction

Equilibrium of a large Lotka-Volterra system. In the field of mathematical ecology, LotkaVolterra (LV) systems of coupled differential equations are widely used to model the time evolution of the abundances of $N$ interacting species within an ecosystem [35]. Such systems take the form

$$
\begin{equation*}
\frac{d \boldsymbol{x}_{N}}{d t}(t)=\boldsymbol{x}_{N}(t) \odot\left(\boldsymbol{r}_{N}-\left(I_{N}-\Sigma_{N}\right) \boldsymbol{x}_{N}(t)\right), \quad \boldsymbol{x}_{N}(0) \in(0, \infty)^{N} \tag{1}
\end{equation*}
$$

where the vector function $\boldsymbol{x}_{N}:[0, \infty) \rightarrow \mathbb{R}_{+}^{N}=[0, \infty)^{N}$ represents the abundances of the $N$ species, $\odot$ is the componentwise product, $\boldsymbol{r}_{N} \in \mathbb{R}_{+}^{N}$ is the so-called vector of intrinsic growth rates of the species, and $\Sigma_{N}=\left(\Sigma_{i j}\right) \in \mathbb{R}^{N \times N}$ represents the interaction matrix. More precisely $\Sigma_{i j}$ represents the effect of species $j$ on the growth of species $i$. Equivalently, (1) can be written as a series of coupled ordinary differential equations:

$$
\frac{d x_{i}}{d t}(t)=x_{i}(t)\left(r_{i}-x_{i}(t)+\left(\Sigma_{N} \boldsymbol{x}_{N}\right)_{i}(t)\right), \quad x_{i}(0)>0, \quad 1 \leqslant i \leqslant N
$$

where $\boldsymbol{x}_{N}=\left(x_{i}\right)$ and $\boldsymbol{r}_{N}=\left(r_{i}\right)$.
In theoretical ecology, the interaction matrix $\Sigma_{N}$ and the vector $\boldsymbol{r}_{N}$ are often modelled as random when the number $N$ of species is large, turning the ecological system into a large disordered system. Such systems have aroused an important amount of research in the fields of mathematical ecology, borrowing tools from statistical physics, high dimensional probability, or random matrix theory [2].

In this paper, we shall be interested in the situation where the LV dynamical system is welldefined for all $t \in \mathbb{R}_{+}$and possesses an unique globally stable equilibrium vector:

$$
\boldsymbol{x}_{N}^{\star}=\left(x_{i}^{\star}\right)_{i=1}^{N} \quad \text { with } \quad \boldsymbol{x}_{N}(t) \xrightarrow[t \rightarrow \infty]{ } \boldsymbol{x}_{N}^{\star}
$$

It is well-known that the property $\boldsymbol{x}_{N}(0) \in(0, \infty)^{N}$ is maintained for all $t>0$ and $\boldsymbol{x}_{N}(t) \in(0, \infty)^{N}$. However, in general, the equilibrium vector $\boldsymbol{x}_{N}^{\star}$ may lie at the boundary of $\mathbb{R}_{+}^{N}$, i.e. may have

[^0]vanishing components. Moreover, assuming that $\Sigma_{N}$ and $\boldsymbol{r}_{N}$ are random, the vector $\boldsymbol{x}_{N}^{\star}$ is random as well.

When $N$ becomes large, it is of interest to understand the statistical properties of $\boldsymbol{x}_{N}^{\star}$ such as for example its proportion of non-zero components, or the distribution of $\boldsymbol{x}_{N}^{\star}$ 's components, encoded in the empirical probability measure

$$
\mu^{x_{N}^{\star}}=\frac{1}{N} \sum_{i=1}^{N} \delta_{x_{i}^{\star}}
$$

where $\delta_{a}$ stands for the Dirac measure at $a$. Measure $\mu^{x_{N}^{\star}}$ is a random measure defined on the probability space of $\boldsymbol{r}_{N}$ and $\Sigma_{N}$.

Among the classical interaction matrix models considered in the literature devoted to large LV systems are the Gaussian Orthogonal Ensemble (GOE) model, the real Ginibre model (i.i.d. centered Gaussian entries for $\Sigma_{N}$ ), or the so-called elliptical model, that can be seen as an interpolation between the GOE and the real Ginibre models [4]. For these models, feasible equilibria where $x_{i}^{\star}>0$ for $1 \leqslant i \leqslant N$ are studied in $[10,16,3,17]$.

The large- $N$ properties of $\boldsymbol{x}_{N}^{\star}$ were recently considered in the theoretical ecology literature. In [12], Bunin considered a non-centered elliptical model with the help of the dynamical cavity method. A similar result was obtained by Galla in [24] by means of generating functionals techniques, see also $[31,36]$. Many insights are provided by these techniques from a physicist point of view. However, up to our knowledge, no rigorous method to describe the asymptotic properties of $\boldsymbol{x}_{N}^{\star}$ can be found in the literature so far.

The purpose of this paper is to address this question in the case where the interaction matrix is either taken from the GOE or follows a Wishart distribution. Our results on the asymptotics of $\mu^{x_{N}^{\star}}$ mathematically confirm Bunin and Galla's works.

Linear Complementarity Problem. When it exists, the globally stable equilibrium $\boldsymbol{x}_{N}^{\star}=\left(x_{i}^{\star}\right)$ of the LV equation above is known to be the solution of a so-called Linear Complementarity Problem (LCP), see for instance [35, Chap. 3], which consists in finding a vector with real entries that satisfies a system of inequalities involving matrix $\Sigma_{N}$ and vector $\boldsymbol{r}_{N}$ :

$$
\left\{\begin{array}{ll}
x_{i}^{\star} & \geqslant 0  \tag{2}\\
x_{i}^{\star}\left(r_{i}-\left[\left(I_{N}-\Sigma_{N}\right) \boldsymbol{x}_{N}^{\star}\right]_{i}\right) & =0, \\
r_{i}-\left[\left(I_{N}-\Sigma_{N}\right) \boldsymbol{x}_{N}^{\star}\right]_{i} & \leqslant 0
\end{array} \quad \text { for all } i \in\{1, \cdots, N\}\right.
$$

The two first conditions are natural for an equilibrium to system (1). The third one is necessary for its stability and also admits an ecological interpretation related to the notion of non-invasibility. Sufficient conditions on $\Sigma_{N}$ to ensure existence and uniqueness of the solution $\boldsymbol{x}_{N}^{\star}$ are known. The problem boils down to the following question: how can we asymptotically extract statistical information on $\boldsymbol{x}_{N}^{\star}$, solution to the highly non-linear problem (2), given that $\Sigma_{N}$ and $\boldsymbol{r}_{N}$ are random?

The reader is referred to Section 3.3 below for a quick overview of the LCP theory, and to $[18,30]$ for complete and comprehensive expositions.

Approximate Message Passing. The idea we develop in this paper is that the distribution $\mu^{\boldsymbol{x}_{N}^{\star}}$ can be estimated for large $N$ by designing a proper Approximate Message Passing (AMP) algorithm.

Approximate Message Passing (AMP) is a technique that has recently aroused an intense research effort in the fields of statistical physics, machine learning, high-dimensional statistics and communication theory. Among the many landmark articles, we can cite [20], [7], [11]. More references can be found in the recent tutorial [23].

An AMP algorithm produces a sequence of $\mathbb{R}^{N}$-valued random vectors, say $\boldsymbol{\xi}^{k}=\left(\xi_{i}^{k}\right)$, which are iteratively built around a $N \times N$ random matrix, sometimes called the measurement matrix. This algorithm is conceived in such a way that for any finite collection $\boldsymbol{\xi}^{1}, \cdots, \boldsymbol{\xi}^{k}$ of these vectors,
the following joint empirical distribution:

$$
\frac{1}{N} \sum_{i=1}^{N} \delta_{\xi_{i}^{1}, \cdots, \xi_{i}^{k}}
$$

converges as $N \rightarrow \infty$ to a Gaussian distribution on $\mathbb{R}^{k}$ whose parameters can be fully characterized by the so-called Density Evolution (DE) equations. In the context of our LV equilibrium problem, it turns out that an AMP algorithm can be designed in such a way that the AMP iterates approximate our LCP solution after an adequate transformation. Thanks to this approximation, the asymptotic properties of $\mu^{x_{N}^{*}}$ can be deduced from the DE equations.

Random matrix model and perspectives. Regarding the statistical model for $\Sigma_{N}$, we shall consider in this paper the GOE model [4], and the so-called Wishart model. The latter is a particular case of a kernel matrix, which is considered when the interaction between two species depends on a distance between the values of some functional traits attached to these species, see $[2, \S 4.6]$ and the references therein, or the recent paper [33]. Both models rely on Gaussian random variables, see Assumptions 2-4, but we also provide results beyond the Gaussian case, see Assumptions 8-9.

We believe that this LCP/AMP approach for studying $\mu^{\boldsymbol{x}_{N}^{\star}}$ can be generalized and applied to more complex models for the interaction matrix $\Sigma_{N}$. For instance, the recent results of Fan [22] might be used to cover the general rotationally invariant case; more general models are also considered in [6, 38]. Matrices with a variance profile, possibly sparse [25], and non-symmetric matrix models (i.i.d. elements, elliptical models) could also be considered as well. Some of these generalizations are currently under investigation.

Outline of the article. The problem statement, the main results and simulations are presented in Section 2. In Section 2.2 (resp. Section 2.3) Theorem 1 (resp. Theorem 2) describes the statistical properties of the equilibrium for an interaction matrix drawn from the GOE (resp. from the Wishart ensemble). In Section 2.4, we extend these results to matrix ensembles based on non-Gaussian entries. Section 3 is devoted to the proof of Theorem 1, starting with an outline of the proof in Section 3.1, while elements of proof of Theorem 2 are provided in Section 4.

Main notations. For $x \in \mathbb{R}$, let $x_{+}=\max (x, 0), x_{-}=\max (-x, 0)$ and $[N]=\{1, \cdots, N\}$. Vectors will be denoted by lowercase bold letters $\boldsymbol{a}=\left(a_{i}\right), \boldsymbol{b}=\left(b_{i}\right)$, etc. If $f: \mathbb{R} \rightarrow \mathbb{R}$ is a real function, vector $f(\boldsymbol{a})$ is defined pointwise by $f(\boldsymbol{a})=\left(f\left(a_{i}\right)\right)_{i \in[N]}$. For vectors of same dimensions, $\boldsymbol{a} \odot \boldsymbol{b}=\left(a_{i} b_{i}\right)$ denotes the componentwise (Hadamard) product. Vector $\mathbf{1}_{N}$ is the $N \times 1$ vector of ones and $x \mapsto 1_{\mathcal{S}}(x)$ is the indicator function of set $\mathcal{S}$. Transpose of matrix $A$ is $A^{\top}$ and its eigenvalues are $\lambda_{i}(A)$.

For $\boldsymbol{a}=\left(a_{i}\right), \boldsymbol{a} \geqslant 0$ (resp. $\left.\boldsymbol{a}>0\right)$ refers to the pointwise inequalities $a_{i} \geqslant 0$ (resp. $a_{i}>0$ ) for all $i \in[N]$. A positive (resp. negative) definite matrix $A$ is denoted by $A>0$ (resp. $A<0$ ).

Given a vector $\boldsymbol{a}$ and a matrix $A,\|\boldsymbol{a}\|$ denotes the Euclidian norm of $\boldsymbol{a}$ and $\|A\|$ the spectral norm of $A$. For a vector $\boldsymbol{a},\|\boldsymbol{a}\|_{0}$ is the number of its non-zero elements and $\operatorname{supp}(\boldsymbol{a})$ is its support, that is the set of indices of non-zero elements.

Given vectors $\boldsymbol{a}=\left(a_{i}\right), \boldsymbol{a}^{1}=\left(a_{i}^{1}\right), \cdots, \boldsymbol{a}^{k}=\left(a_{i}^{k}\right)$ of the same size $N$, we denote as $\mu^{\boldsymbol{a}}$ and $\mu^{a^{1}, \cdots, a^{k}}$ the probability measures

$$
\mu^{\boldsymbol{a}}=\frac{1}{N} \sum_{i \in[N]} \delta_{a_{i}} \quad \text { and } \quad \mu^{\boldsymbol{a}^{1}, \cdots, \boldsymbol{a}^{k}}=\frac{1}{N} \sum_{i \in[N]} \delta_{\left(a_{i}^{1}, \cdots, a_{i}^{k}\right)}
$$

We call $\mu^{\boldsymbol{a}}$ the empirical distribution of the components of $\boldsymbol{a}$ and $\mu^{\boldsymbol{a}^{1}, \cdots, \boldsymbol{a}^{k}}$ the joint empirical distribution of the components of $\boldsymbol{a}^{1}, \cdots, \boldsymbol{a}^{k}$.

If $\mu_{N}, \mu$ are probability measures over $\mathbb{R}^{d}$ then $\mu_{N} \xrightarrow[N \rightarrow \infty]{w} \mu$ stands for the weak convergence of probability measures. The distribution of a random variable $X$ is denoted by $\mathcal{L}(X)$ and we express that two random variables $X, Y$ have the same distribution by $X \xlongequal{\mathcal{L}} Y$. As usual, abbreviation a.s. stands for almost sure/surely.

Acknowledgment. These problems have been discussed at length with Matthieu Barbier, Maxime Clenet, François Massol and Chi Tran, whom we warmly thank.

All authors are supported by the CNRS 80 prime project KARATE and GdR MEGA. I.A. and M.M. are funded by Labex CEMPI (ANR-11-LABX-0007-01). W.H. and J.N. are supported by Labex Bézout (ANR-10-LABX-0058). M.M. thanks for its hospitality the CRM Montréal (IRL CNRS 3457) where part of this work was completed.

## 2. Problem statement, assumptions, and main Results

2.1. Equilibria, Wasserstein space and pseudo-Lipschitz functions. Independently of the struture of $\Sigma_{N}$, it is known that if $\left\|\Sigma_{N}\right\|<1$, then the $\operatorname{ODE}(1)$ admits a unique solution $\left(\boldsymbol{x}_{N}(t), t \geqslant\right.$ 0 ) with a bounded trajectory, for any arbitrary initial value $\boldsymbol{x}_{N}(0)>0$, see [27]. Moreover the same condition $\left\|\Sigma_{N}\right\|<1$ guarantees, as we shall recall in more detail in Section 3, the existence of a globally stable equilibrium point $\boldsymbol{x}_{N}^{\star}$ in the classical sense of the Lyapounov theory [35, Chapter 3].

Given $k \in \mathbb{N}^{*}$, the Wasserstein space $\mathcal{P}_{k}\left(\mathbb{R}^{d}\right)$ is defined as the set of probability measures $\mu$ over $\mathbb{R}^{d}$ with finite $k^{\text {th }}$ moment: $\int_{\mathbb{R}^{d}}\|\boldsymbol{x}\|^{k} \mu(d \boldsymbol{x})<\infty$. Given $\mu, \nu \in \mathcal{P}_{k}\left(\mathbb{R}^{d}\right)$, we denote by $\mathcal{M}_{k}(\mu, \nu)$ the set of probability measures in $\mathcal{P}_{k}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$ with marginals $\mu$ and $\nu$, i.e.

$$
\eta \in \mathcal{M}_{k}(\mu, \nu) \quad \Rightarrow \quad \begin{cases}\eta\left(A \times \mathbb{R}^{d}\right) & =\mu(A) \\ \eta\left(\mathbb{R}^{d} \times B\right) & =\nu(B)\end{cases}
$$

for all $A, B$ Borel sets in $\mathbb{R}^{d}$. We can endow the space $\mathcal{P}_{k}\left(\mathbb{R}^{d}\right)$ with the distance:

$$
d_{k}(\mu, \nu)=\inf _{\eta \in \mathcal{M}_{k}(\mu, \nu)}\left\{\int_{\mathbb{R}^{d} \times \mathbb{R}^{d}}\|\boldsymbol{x}-\boldsymbol{y}\|^{k} \eta(d \boldsymbol{x} d \boldsymbol{y})\right\}^{1 / k}
$$

A function $\varphi: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is pseudo-Lipschitz with constant $L$ and degree $k \geqslant 2$ if for all $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{d}$, the following inequality holds:

$$
|\varphi(\boldsymbol{x})-\varphi(\boldsymbol{y})| \leqslant L\|\boldsymbol{x}-\boldsymbol{y}\|\left(1+\|\boldsymbol{x}\|^{k-1}+\|\boldsymbol{y}\|^{k-1}\right) .
$$

We denote by $P L_{k}\left(\mathbb{R}^{d}\right)$ this set of functions. We will rely on the following classical lemma in the sequel, see for instance [23, Section 1.1 and 7.4] and [37].

Lemma 1. Let $\mu_{N}, \mu \in \mathcal{P}_{k}\left(\mathbb{R}^{d}\right)$ for $k \geqslant 2$. The following conditions are equivalent:
(i) $d_{k}\left(\mu_{N}, \mu\right) \xrightarrow[N \rightarrow \infty]{\longrightarrow} 0$,
(ii) For all $\varphi \in P L_{k}\left(\mathbb{R}^{d}\right), \int \varphi d \mu_{N} \xrightarrow[N \rightarrow \infty]{\longrightarrow} \int \varphi d \mu$,
(iii) $\mu_{N} \xrightarrow[N \rightarrow \infty]{w} \mu$ and $\int_{\mathbb{R}^{d}}\|\boldsymbol{x}\|^{k} \mu_{N}(d \boldsymbol{x}) \xrightarrow[N \rightarrow \infty]{\longrightarrow} \int_{\mathbb{R}^{d}}\|\boldsymbol{x}\|^{k} \mu(d \boldsymbol{x})$.

If one of the equivalent conditions of Lemma 1 is satisfied, we say that the sequence $\left(\mu_{N}\right)$ converges in $\mathcal{P}_{k}\left(\mathbb{R}^{d}\right)$ to $\mu$ and denote it by

$$
\mu_{N} \xrightarrow[N \rightarrow \infty]{\mathcal{P}_{k}\left(\mathbb{R}^{d}\right)} \mu
$$

If not misleading, we will occasionally drop $\mathbb{R}^{d}$ and simply write $\mathcal{P}_{k}, P L_{k}$.
Let $\boldsymbol{r}_{N}$ be a random vector of dimension $N \times 1$ that satisfies the following assumption.
Assumption 1. The following hold true.
(i) For all $N \geqslant 1, \boldsymbol{r}_{N} \geqslant 0$ is defined on the same probability space as matrix $\Sigma_{N}$ and is independent of $\Sigma_{N}$.
(ii) There exists a probability measure $\bar{\mu} \in \mathcal{P}_{2}\left(\mathbb{R}^{+}\right)$such that $\bar{\mu} \neq \boldsymbol{\delta}_{0}$ and

$$
\text { (a.s.) } \quad \mu^{\boldsymbol{r}_{N}} \xrightarrow[N \rightarrow \infty]{\mathcal{P}_{2}(\mathbb{R})} \bar{\mu} .
$$

2.2. The GOE case. We first define rigorously the symmetric interaction matrix $\Sigma_{N}$ and express sufficient conditions for the existence of a unique global equilibrium $\boldsymbol{x}_{N}^{\star}$ to (1).

Assumption 2. Let $A_{N}$ be a $N \times N$ matrix from the Gaussian Orthogonal Ensemble. Namely, considering that $X_{N}$ is a real $N \times N$ matrix with independent $\mathcal{N}(0,1)$ elements,

$$
A_{N} \stackrel{\mathcal{L}}{=} \frac{X_{N}+X_{N}^{\top}}{\sqrt{2}}
$$

Let $\kappa$ be a positive real number. Then,

$$
\begin{equation*}
\Sigma_{N}=\frac{A_{N}}{\kappa \sqrt{N}} \tag{3}
\end{equation*}
$$

Remark 1. Denote by $A_{i j}^{(N)}$ the element $(i, j)$ of $A_{N}$, then $A_{i j}^{(N)}=A_{j i}^{(N)}$ and $\mathcal{L}\left(A_{i j}^{(N)}\right)=\mathcal{N}(0,1+$ $\delta_{i j}$ ) where $\delta_{i j}$ is the Kronecker symbol with value 1 if $i=j$, zero else. Much is known about this model, in particular the asymptotic behaviour of the spectral measure of $A_{N} / \sqrt{N}$ (Wigner's theorem) and its spectral norm, see for instance [5,32] and the references therein:
(4) (a.s.)

$$
\frac{1}{N} \sum_{i \in[N]} \delta_{\lambda_{i}\left(A_{N} / \sqrt{N}\right)} \underset{N \rightarrow \infty}{w} \frac{\sqrt{\left(4-x^{2}\right)_{+}}}{2 \pi} d x \quad \text { and } \quad\left\|\frac{A_{N}}{\sqrt{N}}\right\|_{N \rightarrow \infty} 2
$$

We shall consider the following assumption:
Assumption 3. The normalizing factor $\kappa$ in (3) satisfies $\kappa>2$.
Combining Assumption 3 and the a.s. convergence of $\left\|A_{N} / \sqrt{N}\right\|$ toward 2, we get that with probability one, eventually

$$
\left\|\Sigma_{N}\right\|<1
$$

Formally, this property means that there exists a set $\widetilde{\Omega}$ with probability one such that

$$
\forall \omega \in \widetilde{\Omega}, \quad \exists N^{\star}(\omega), \quad \forall N \geqslant N^{\star}(\omega), \quad\left\|\Sigma_{N}\right\|<1
$$

As a consequence, for every $\omega \in \widetilde{\Omega}$, the existence and uniqueness of $\boldsymbol{x}_{N}^{\star}$ is granted for $N$ large enough. We can now describe the behaviour of the empirical distribution $\mu^{\boldsymbol{x}_{N}^{\star}}$ as $N \rightarrow \infty$ and state the main result of this section.

Theorem 1. (i) Let $\bar{r} \geqslant 0$ be a real valued random variable with finite second moment and $\mathcal{L}(\bar{r}) \neq \delta_{0}$. Let $\bar{Z}$ be a $\mathcal{N}(0,1)$ random variable independent of $\bar{r}$. Then, for any $\kappa>\sqrt{2}$, the system of equations

$$
\begin{align*}
\kappa & =\delta+\frac{\gamma}{\delta}  \tag{5a}\\
\sigma^{2} & =\frac{1}{\delta^{2}} \mathbb{E}(\sigma \bar{Z}+\bar{r})_{+}^{2}  \tag{5b}\\
\gamma & =\mathbb{P}[\sigma \bar{Z}+\bar{r}>0] \tag{5c}
\end{align*}
$$

admits an unique solution $(\delta, \sigma, \gamma)$ in $(1 / \sqrt{2}, \infty) \times(0, \infty) \times(0,1)$.
(ii) Let $\boldsymbol{r}_{N} \geqslant 0$ and let Assumptions 2 and 3 hold true. Then, $\left\|\Sigma_{N}\right\|<1$ eventually with probability one. For such $N$ 's, the ODE (1) is defined for all $t \in \mathbb{R}_{+}$and has a globally stable equilibrium $\boldsymbol{x}_{N}^{\star}$. For the other $N$ 's, let $\boldsymbol{x}_{N}^{\star}=0$.
(iii) Let Assumptions 1, 2 and 3 hold. Define $\boldsymbol{x}_{N}^{\star}$ as previously. The distribution $\mu^{\boldsymbol{x}_{N}^{\star}}$ is a $\mathcal{P}_{2}(\mathbb{R})$-valued random variable on the probability space where $A_{N}$ and $\boldsymbol{r}_{N}$ are defined. Assume that $\bar{r}$ is a r.v. with $\mathcal{L}(\bar{r})=\bar{\mu}$, independent of $\bar{Z} \sim \mathcal{N}(0,1)$. Then, the convergence

$$
\begin{equation*}
\text { (a.s.) } \quad \mu^{\boldsymbol{x}_{N}^{\star}} \xrightarrow[N \rightarrow \infty]{\mathcal{P}_{2}(\mathbb{R})} \mathscr{L}\left(\left(1+\gamma / \delta^{2}\right)(\sigma \bar{Z}+\bar{r})_{+}\right) \tag{6}
\end{equation*}
$$

holds true, where $\delta, \sigma, \gamma$ are defined as solutions of system (5).
This theorem, which proof is postponed to Section 3, calls for some remarks.

Remark 2. Equations (5a)-(5c) have already been obtained ${ }^{1}$ at a physical level of rigor by Bunin [12] and Galla [24]. Up to our knowledge, Theorem 1 is the first rigorous statement to describe the asymptotic properties of $\boldsymbol{x}_{N}^{\star}$.

Remark 3. Notice that system (5) admits an unique solution for $\kappa>\sqrt{2}$ while Convergence (6) is only established for $\kappa>2$.

Remark 4 (behavior of surviving species proportion). Theorem 1 sheds some light on the proportion of surviving species at equilibrium : inspecting (5c) and (6), the parameter $\gamma$ can be interpreted as the limiting proportion of surviving species $\left\|x_{N}^{\star}\right\|_{0} / N$. Simulations in Fig. 1a confirm this fact.

One can see from Equation (5c) that $\gamma>1 / 2$, which means that in this model, more than half the species survive.

Furthermore, an easy calculation involving Equations (5b) and (5c) shows that $\gamma$ does not change if we replace $\bar{r}$ with $K \bar{r}$ where $K>0$ is an arbitrary constant.

Nevertheless, on a rigorous level, one can only deduce from Theorem 1 that

$$
\sup _{\varphi}\left\{(a . s) \lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i \in[N]} \varphi\left(x_{i}^{\star}\right)\right\}=\gamma,
$$

where $\sup _{\varphi}$ is taken on the set of functions $\{\varphi: \mathbb{R} \rightarrow[0,1]$ continuous, $\varphi(0)=0\}$.
Since the function $1_{\{x>0\}}$ is not continuous, the convergence (6) does not imply that $\left\|\boldsymbol{x}_{N}^{\star}\right\|_{0} / N$ converges to $\gamma$, for any type of convergence. Up to our knowledge, the study of the asymptotic behavior of $\left\|\boldsymbol{x}_{N}^{\star}\right\|_{0} / N$ is an open question.

(A) Proportion of surviving species (GOE)

(в) Density of a surviving species

Figure 1. Subplot 1a represents the proportion of surviving species, that is the proportion of positive components of the equilibrium $\boldsymbol{x}^{\star}$ (star), versus the theoretical value of $\gamma$ (solid line), given the parameter $\kappa$ which varies from 2 to 3.75. In the plot, $N=1000$ and each point (star) is the mean of proportions obtained out of 100 Monte-Carlo simulations. Subplot 1b represents the distribution of a surviving species ( $N=1000$ and 100 Monte-Carlo simulations). The solid line represents the theoretical value of the density $f_{Z \mid Z>0}$ where $Z$ is the random variable with limiting distribution of $\mu^{\boldsymbol{x}_{N}^{\star}}$ given in (6) - cf. Theorem 1.

[^1]2.3. The Wishart case. Wishart matrices are interesting in theoretical ecology to model interactions between two species which depend on the distance between values of some given functional traits, see for instance $[2, \S 4.6]$ or [34].

Assumption 4. Let $B_{N}$ be a $P \times N$ matrix with i.i.d. Gaussian $\mathcal{N}(0,1)$ entries. Let $\kappa$ be a real positive number and define the $N \times N$ matrix $\Sigma_{N}$ as:

$$
\begin{equation*}
\Sigma_{N}=\frac{B_{N}^{\top} B_{N}}{\kappa P} \tag{7}
\end{equation*}
$$

For this model, the $i$ th column of matrix $B_{N}$ is a vector modelling the traits of species $i$.
We will be interested in the specific regime where $N, P$ go to infinity at the same pace:
Assumption 5. Let $N=N(P)$ and assume that

$$
\frac{N}{P} \underset{P \rightarrow \infty}{ } c \in(0, \infty)
$$

This regime will be denoted by $N, P \rightarrow \infty$ in the sequel.
Model (7) has been thoroughly studied under Assumption 5. Marchenko-Pastur's theorem describes the asymptotic behaviour of the spectral limit of $B_{N}^{\top} B_{N} / P$. The limiting spectral norm has been studied by Bai and Yin, see for instance [5, 32] and the references therein:

$$
\text { (a.s.) } \quad\left\|\frac{B_{N}^{\top} B_{N}}{P}\right\| \xrightarrow[N, P \rightarrow \infty]{ }(1+\sqrt{c})^{2}
$$

Assumption 6. The normalizing factor in (7) satisfies $\kappa>(1+\sqrt{c})^{2}$.
We can now state the main result of this section.
Theorem 2. (i) Let $\bar{r} \geqslant 0$ be a real valued r.v. with $\mathcal{L}(\bar{r}) \neq \delta_{0}$. Let $\bar{Z}$ be a $\mathcal{N}(0,1)$ r.v. independent of $\bar{r}$. Then, for every $\kappa>\left(1+\sqrt{\frac{c}{2}}\right)^{2}$, the system of equations

$$
\begin{align*}
\kappa & =(\delta+c \gamma)\left(1+\frac{1}{\delta}\right)  \tag{8a}\\
\tau^{2} & =\frac{c}{\delta^{2}} \mathbb{E}\left[(\tau \bar{Z}+\bar{r})_{+}^{2}\right]  \tag{8b}\\
\gamma & =\mathbb{P}[\tau \bar{Z}+\bar{r}>0]
\end{align*}
$$

admits an unique solution $(\delta, \tau, \gamma)$ in $(\sqrt{c / 2}, \infty) \times(0, \infty) \times(0,1)$.
(ii) Let $\boldsymbol{r}_{N} \geqslant 0$ and let Assumptions 4, 5 and 6 hold. Then, $\left\|\Sigma_{N}\right\|<1$ eventually with probability one. For such $N$ 's, the LV ODE solution is defined for all $t \in \mathbb{R}_{+}$and has a globally stable equilibrium $\boldsymbol{x}_{N}^{\star}$. For the other $N$, set $\boldsymbol{x}_{N}^{\star}=0$.
(iii) Let Assumptions 1, 4, 5 and 6 hold. Define $\boldsymbol{x}_{N}^{\star}$ as previously. The distribution $\mu^{\boldsymbol{x}_{N}^{\star}}$ is a $\mathcal{P}_{2}(\mathbb{R})$-valued random variable on the probability space where $A_{N}$ and $\boldsymbol{r}_{N}$ are defined. Assume that $\bar{r}$ is a r.v. with $\mathcal{L}(\bar{r})=\bar{\mu}$, independent of $\bar{Z} \sim \mathcal{N}(0,1)$. The following convergence holds true:

$$
\begin{equation*}
\text { (a.s.) } \quad \mu^{x_{N}^{\star}} \xrightarrow[N, P \rightarrow \infty]{\mathcal{P}_{2}(\mathbb{R})} \mathcal{L}\left((1+1 / \delta)(\tau \bar{Z}+\bar{r})_{+}\right), \tag{9}
\end{equation*}
$$

where $\delta, \tau$ and $\gamma$ are defined as solutions of system (8).
There is a strong matching between the parameters obtained by solving system (8) and their empirical counterparts obtained by Monte-Carlo simulations, as illustrated in Fig. 2.

The proof of this theorem relies on an asymmetric version of the AMP algorithm and is otherwise very close to the proof of Theorem 1. We provide some details in Section 4.


Figure 2. Subplot 2a represents the proportion of surviving species, that is the proportion of positive components of the equilibrium $\boldsymbol{x}^{\star}$ (star), versus the theoretical value of $\gamma$ (solid line), given the parameter $\kappa$ which varies from 2 to 3.75. In the plot, $N=1000, P=300$ and each point (star) is the mean of proportions obtained out of 100 Monte-Carlo simulations. Subplot 2b represents the distribution of a surviving species $(N=1000, P=300$ and 100 Monte-Carlo simulations). The solid line represents the theoretical value of the density $f_{Z \mid Z>0}$ where $Z$ is the random variable with limiting distribution of $\mu^{x_{N}^{\star}}$ given in (9) cf. Theorem 2.
2.4. Towards universality. We mentionned in the introduction that AMP techniques have been generalized to matrices with non-necessarily Gaussian entries, see [ $6,14,21,38]$. It is possible, at low cost, to relax the Gaussiannity assumption of the entries in Assumptions 2 and 5.

We first strenghten Assumption 1 and replace it by the following stronger assumption:
Assumption 7. The following holds true:
(i) For all $N \geqslant 1, \boldsymbol{r}_{N} \geqslant 0$ is defined on the same space as matrix $\Sigma_{N}$ and is independent of $\Sigma_{N}$.
(ii) There exists a probability measure $\bar{\mu} \in \mathcal{P}\left(\mathbb{R}^{+}\right)$such that $\bar{\mu} \neq \boldsymbol{\delta}_{0}$, the moment generating function of $\bar{\mu}$ is analytical near zero (which implies that $\bar{\mu}$ has all its moments finite), and

$$
\text { (a.s.) } \quad \mu^{\boldsymbol{r}_{N}} \xrightarrow[N \rightarrow \infty]{\mathcal{P}_{k}(\mathbb{R})} \bar{\mu} \quad \text { for all } \quad k \geqslant 1 \text {. }
$$

We now relax the GOE assumption (Assumption 2).
Assumption 8. Let $A_{N}=\left(A_{i j}^{(N)}\right)$ be a $N \times N$ symmetric matrix where the $A_{i j}^{(N)}$,s are centered independent random variables satisfying

$$
\mathbb{E}\left(A_{i j}^{(N)}\right)^{2}=1 \quad(i<j), \quad \sup _{N} \max _{i} \mathbb{E}\left(A_{i i}^{(N)}\right)^{2}<C
$$

and

$$
\max _{i, j} N^{1-k / 2} \mathbb{E}\left|A_{i j}^{(N)}\right|^{k} \xrightarrow[N \rightarrow \infty]{ } 0 \quad(k \geqslant 3) .
$$

Moreover, the following holds true:

$$
\begin{equation*}
\left\|A_{N}\right\| \xrightarrow[N \rightarrow \infty]{\text { a.s. }} 2 . \tag{10}
\end{equation*}
$$

Denote by $\Sigma_{N}=A_{N} /(\kappa \sqrt{N})$.
Remark 5 (Wigner matrices). The standard example of a matrix $A_{N}$ that generalizes the GOE model and that complies with Assumption 8 corresponds to the case where $A_{i j}^{(N)} \xlongequal[=]{\mathcal{L}} \chi$ for $i \neq j$
and $A_{i i}^{(N)} \stackrel{\mathcal{L}}{=} \chi^{\prime}$, where the centered random variables $\chi$ and $\chi^{\prime}$ do not depend on $N, \mathbb{E} \chi^{2}=1$, and $\chi$ and $\chi^{\prime}$ have all their moments finite. Note that in this case, the convergence (10) is a standard result in Random Matrix theory [5, 32].

Remark 6 (Sparse models). Sparsity of the food interactions is often justified from an ecological point of view, see [13].

Beyond the model described in Remark 5, some sparse models can also be covered by Assumption 8 , as the following example shows: Let $p_{N} \in(0,1)$, and

$$
A_{i j}^{(N)}=\left\{\begin{array}{cl}
1 / \sqrt{p_{N}} & \text { with probability } p_{N} / 2 \\
-1 / \sqrt{p_{N}} & \text { with probability } p_{N} / 2 \\
0 & \text { with probability } 1-p_{N}
\end{array}\right.
$$

Since $\mathbb{E}\left|A_{i j}^{(N)}\right|^{k}=p_{N}^{1-k / 2}$, the moment condition in Assumption 8 is satisfied as soon as $N p_{N} \xrightarrow[N \rightarrow \infty]{ }$ $\infty$. Furthermore, the spectral norm convergence condition (10) is satisfied when $\frac{N p_{N}}{\log N} \xrightarrow[N \rightarrow \infty]{ } \infty$, as shown in [9], see also [8]. Therefore, according to this model, a species within our LV system can interact with an average number of species much smaller than $N$ but of an order $\gg \log N$.

We are now in position to state a non-Gaussian version of Theorem 1:
Theorem 3 (Non-Gaussian symmetric matrix). All the conclusions of Theorem 1 remain true if Assumptions 1 and 2 in the statement of this theorem are replaced with Assumptions 7 and 8 respectively.

Elements of proof are provided in Appendix B.
We now provide the proper assumption to state a non-Gaussian version of Theorem 2.
Assumption 9. - The $P \times N$ random matrix $B_{N}=\left(B_{i j}^{(N)}\right)_{i, j=1}^{P, N}$ is such that the random variables $B_{i j}^{(N)}$ for $i \in[P]$ and $j \in[N]$ are centered, independent, with variance one and satisfy

$$
\max _{i, j} P^{1-k / 2} \mathbb{E}\left|B_{i j}^{(N)}\right|^{k} \xrightarrow[N \rightarrow \infty]{ } 0, \quad(k \geqslant 3)
$$

We denote by

$$
\Sigma_{N}=\frac{B_{N}^{\top} B_{N}}{\kappa P}
$$

- Moreover, $N=N(P)$, and there exists $c>0$ such that

$$
\frac{N(P)}{N} \underset{P \rightarrow \infty}{ } c
$$

- Finally, in this asymptotic regime, the convergence

$$
\begin{equation*}
\left\|\frac{B_{N}^{\top} B_{N}}{P}\right\| \xrightarrow[P \rightarrow \infty]{\text { a.s. }}(1+\sqrt{c})^{2} \tag{11}
\end{equation*}
$$

holds true.
Remark 7. The standard model for a matrix $B_{N}$ satisfying this assumption is the model for which $B_{i j}^{(N)} \stackrel{\mathcal{L}}{=} \chi$, where $\chi$ is a centered random variable with unit variance having all its moments finite. In this case, the convergence (11) is a standard random matrix theory result [5, 32].

With this assumption at hand, we are in position to provide a counterpart to Theorem 2.
Theorem 4 (Non-Gaussian Wishart matrices). All the conclusions of Theorem 2 remain true if Assumption 1 is replaced with Assumption 7 and Assumptions 4 and 5 are replaced with Assumption 9 in the statement of this theorem.

Elements of proof are provided in Appendix B.

## 3. Proof of Theorem 1

3.1. Outline of the proof. There are four steps in the proof.

Step 1. In Section 3.2, we establish the uniqueness and existence of parameters $\delta, \sigma$ and $\gamma$, solutions to system (5). These parameters will play a crucial role to design an AMP algorithm fitted for our purpose. Equations (5a)-(5c) will progressively appear during the proof.

Step 2. In Section 3.3, we characterize the stable equilibrium $\boldsymbol{x}_{N}^{\star}$ of (1) as the solution of a Linear Complementarity Problem (LCP). We give an equivalent formulation of the solution of a LCP as the solution of a fixed-point equation, see Proposition 4.

Step 3. In Section 3.4, we first recall some general facts about Approximate Message Passing (AMP) algorithms and present a specific algorithm (19) whose output $\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}$will converge toward $\boldsymbol{x}_{N}^{\star}$, characterized as the solution of the fixed-point equation associated to the corresponding LCP. The approximate fixed-point equation satisfied by $\boldsymbol{\xi}_{N}^{k}$ is given in (22), see also (24).

Step 4. The strength of the AMP procedure is that we can track down via the Density Evolution (DE) equations the asymptotic distribution of $\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}$'s empirical measure for any $k$. We can then transfer if to $\boldsymbol{x}_{N}^{\star}$ by using a perturbation result by Chen and Xiang in [15], see (32). A central argument borrowed from Montanari and Richard [28] is that vectors $\boldsymbol{\xi}_{N}^{k}$ tend to be aligned for large $k$.
3.2. Existence and uniqueness of the solution of system (5). We begin with the following technical lemma, the third part of which will be used in Section 3.4. To avoid any ambiguity, we shall always refer to $\sigma$ as the unique positive root of $\sigma^{2}>0$.

Lemma 2. Let $\bar{r}$ be a non negative r.v. with $\mathcal{L}(\bar{r}) \neq \delta_{0}$.
(i) For a given $\delta>0$, Equation (5b) admits a solution $\sigma^{2}$ if and only if $\delta>1 / \sqrt{2}$. In this case, this solution is unique, and is denoted by $\sigma^{2}(\delta)$.
(ii) Let $\delta>1 / \sqrt{2}$ then

$$
\mathbb{P}\{\sigma(\delta) \bar{Z}+\bar{r} \geqslant 0\}<\delta^{2}
$$

(iii) Assume $\delta>1 / \sqrt{2}$. Starting with an arbitrary $\sigma_{0} \geqslant 0$, consider the iterative scheme:

$$
\sigma_{t+1}^{2}=\frac{1}{\delta^{2}} \mathbb{E}\left(\sigma_{t} \bar{Z}+\bar{r}\right)_{+}^{2}, \quad \text { then } \quad \sigma_{t}^{2} \xrightarrow[t \rightarrow \infty]{ } \sigma^{2}(\delta)
$$

Proof of Lemma 2 is postponed to Appendix A.1.
We now establish that system (5) has a unique solution

$$
(\delta, \sigma, \gamma) \in(1 / \sqrt{2}, \infty) \times(0, \infty) \times(0,1)
$$

Let $\delta>1 / \sqrt{2}, \sigma^{2}(\delta)$ be defined by (5b), and $\gamma(\delta)$ by (5c). Setting $f\left(\sigma^{2}\right)=\mathbb{E}(\sigma \bar{Z}+\bar{r})_{+}^{2}$, we have established in the proof of Lemma 2-(i) that

$$
\gamma(\delta)=\left.\frac{d f}{d \sigma^{2}}\right|_{\sigma^{2}=\sigma^{2}(\delta)}
$$

Moreover $\gamma(\delta)<\delta^{2}$ by Lemma 2-(ii). All what remains to show is that the equation

$$
\begin{equation*}
\kappa=\delta+\frac{\gamma(\delta)}{\delta} \tag{12}
\end{equation*}
$$

has a unique solution $\delta>1 / \sqrt{2}$. We thus need to study the behavior of $\gamma(\delta)$. In all the remainder, differentiability issues can be easily checked and are skipped.

Recall that $d f\left(\sigma^{2}\right) / d \sigma^{2}$ decreases asymptotically to $1 / 2$ as $\sigma^{2}$ increases from 0 to $\infty$, from which we can deduce that $\sigma^{2}(\delta) \rightarrow \infty$ as $\delta \downarrow 1 / \sqrt{2}$ by Lemma 2-(ii). Using the fact that

$$
\sigma^{2}(\delta)=\frac{f\left(\sigma^{2}(\delta)\right)}{\delta^{2}}
$$

and taking the derivatives with respect to $\delta$, we get that

$$
\frac{d \sigma^{2}(\delta)}{d \delta}\left(1-\left.\frac{1}{\delta^{2}} \frac{d f\left(\sigma^{2}\right)}{d \sigma^{2}}\right|_{\sigma^{2}=\sigma^{2}(\delta)}\right)=-\frac{2 f\left(\sigma^{2}(\delta)\right)}{\delta^{3}}
$$

which shows that $\sigma^{2}(\delta)$ is a decreasing function. Hence $\gamma(\delta)$ is increasing since $\sigma \mapsto \mathbb{P}\{\sigma \bar{Z}+\bar{r} \geqslant 0)$ is decreasing (cf. proof of Lemma 2).

We can now conclude. For $\delta \downarrow 1 / \sqrt{2}, \sigma^{2}(\delta) \rightarrow \infty$ by what precedes, thus, $\gamma(\delta) \downarrow 1 / 2$, and $\delta+\gamma(\delta) / \delta \rightarrow \sqrt{2}<\kappa$. Near infinity, $\delta+\gamma(\delta) / \delta \sim \delta>\kappa$. Consequently, Eq. (12) has a solution by continuity. To establish uniqueness, we prove that the function $\delta \mapsto \delta+\gamma(\delta) / \delta$ is increasing. Indeed,

$$
\frac{d}{d \delta}\left(\delta+\frac{\gamma(\delta)}{\delta}\right)=1+\frac{\gamma^{\prime}(\delta)}{\delta}-\frac{\gamma(\delta)}{\delta^{2}} \geqslant 1-\frac{\gamma(\delta)}{\delta^{2}}>0
$$

as shown by Lemma 2-(ii), and we are done. Proof of Theorem 1-(i) is completed.
3.3. Characterization of $x_{N}^{\star}$ through a LCP. In this section, we recall the connection between the possible stable equilibrium of the ODE (1) and the solution of an underlying LCP in the theory of mathematical programming. We mainly rely on chapter 3 of Takeuchi's book [35].

Given a matrix $M \in \mathbb{R}^{N \times N}$ and a vector $\boldsymbol{c} \in \mathbb{R}^{N}$, the LCP problem, denoted as $\operatorname{LCP}(M, \boldsymbol{c})$, consists in finding couples of vectors $(\boldsymbol{y}, \boldsymbol{w}) \in \mathbb{R}^{N} \times \mathbb{R}^{N}$ satisfying

$$
\begin{cases}\boldsymbol{w} & =M \boldsymbol{y}+\boldsymbol{c} \geqslant 0  \tag{13}\\ \boldsymbol{y} & \geqslant 0 \\ \boldsymbol{w}^{\top} \boldsymbol{y} & =0\end{cases}
$$

Notice that the last condition can be written equivalently either $w_{i} y_{i}=0$ for all $i \in[N]$ or $\operatorname{supp}(\boldsymbol{w}) \cap \operatorname{supp}(\boldsymbol{y})=\varnothing$. When a solution $(\boldsymbol{y}, \boldsymbol{w})$ exists we write $\boldsymbol{y} \in \operatorname{LCP}(M, \boldsymbol{c})$. If a solution exists and is unique, we write

$$
\boldsymbol{y}=\mathrm{LCP}(M, \boldsymbol{c}) .
$$

A necessary and sufficient condition for the existence of a unique solution to the LCP problem has been given by Murty [29], see also [18]. For a symmetric matrix, this condition is simply to be positive definite.

The following proposition establishes a connection between the solution of an LCP problem and globally stable equilibrium for a LV system .

Proposition 3 (Lemma 3.2.2 and Theorem 3.2 .1 of [35]). Given a symmetric matrix $B \in \mathbb{R}^{N \times N}$ and a vector $\boldsymbol{c} \in \mathbb{R}^{N}$, consider the following LV system of ODE:

$$
\begin{equation*}
\frac{d \boldsymbol{y}}{d t}(t)=\boldsymbol{y}(t) \odot(\boldsymbol{c}+B \boldsymbol{y}(t)), \quad \boldsymbol{y}(0)>0 \tag{14}
\end{equation*}
$$

for all $t \geqslant 0$. Then, the LCP problem $\operatorname{LCP}(-B,-\boldsymbol{c})$ has an unique solution for each $\boldsymbol{c} \in \mathbb{R}^{N}$ if and only if $B<0$, i.e. $B$ is negative definite. On the domain where $B<0, c \in \mathbb{R}^{N}$, the function $x=\operatorname{LCP}(-B,-c)$ is measurable. Moreover, if $B<0$, then for every $\boldsymbol{c} \in \mathbb{R}^{N}$, the ODE (14) has a globally stable equilibrium $\boldsymbol{y}^{\star}$ given by $\boldsymbol{y}^{\star}=\operatorname{LCP}(-B,-\boldsymbol{c})$.

Indeed, the equilibrium is characterized by the conditions $\boldsymbol{y}^{\star} \geqslant 0$ and for all $i \in[N], y_{i}^{\star}(c+$ $\left.\left(B y^{\star}\right)_{i}\right)=0$ whereas the condition $-c-B y^{\star} \leqslant 0$ (with the obvious meaning of $\leqslant$ ) turns out to be a necessary condition for the equilibrium $y^{\star}$ to be stable in the classical sense of Lyapounov theory (see [35, Chapter 3] to recall the different notions of stability, and [35, Theorem 3.2.5] for this result).

Going back to system (1), a potential equilibrium $\boldsymbol{x}_{N}^{\star}$ should satisfy

$$
\boldsymbol{x}_{N}^{\star} \geqslant 0 \quad \text { and } \quad x_{i}^{\star}\left(r_{i}-\left[\left(I_{N}-\Sigma_{N}\right) \boldsymbol{x}_{N}^{\star}\right]_{i}\right)=0 \quad \text { for all } \quad i \in[N]
$$

and

$$
\boldsymbol{r}_{N}+\left(\Sigma_{N}-I_{N}\right) \boldsymbol{x}_{N}^{\star} \leqslant 0,
$$

which means that the couple $\left(\boldsymbol{x}_{N}^{\star}, \boldsymbol{w}_{N}^{\star}\right)$ solves the problem LCP $\left(I_{N}-\Sigma_{N},-\boldsymbol{r}_{N}\right)$.
Applying the reminder (4) and Assumption 3, matrix $I_{N}-\Sigma_{N}$ is eventually positive definite with probability one. Define now the vector $\boldsymbol{x}_{N}^{\star}$ by

$$
\boldsymbol{x}_{N}^{\star}= \begin{cases}\operatorname{LCP}\left(I_{N}-\Sigma_{N},-\boldsymbol{r}_{N}\right) & \text { if }\left\|\Sigma_{N}\right\|<1,  \tag{15}\\ 0 & \text { otherwise } .\end{cases}
$$

Then, from Proposition 3, we get that vector $\boldsymbol{x}_{N}^{\star}$ satisfies the statement of Theorem 1-(ii).

We end this section by providing an alternative expression of the LCP problem as the solution of a fixed point equation.

Alternative expression for the LCP solution. This fact will be useful in the next section.
Proposition 4. Let $\boldsymbol{z}=\left(z_{i}\right) \in \mathbb{R}^{N}$ and consider the fixed-point equation:

$$
\begin{equation*}
\boldsymbol{z}=\Upsilon_{N} \boldsymbol{z}_{+}+\boldsymbol{\rho}_{N} \tag{16}
\end{equation*}
$$

where $\boldsymbol{z}_{+}=\left(\left(z_{i}\right)_{+}\right)$. Then $\boldsymbol{z}$ is a solution of (16) iff $\boldsymbol{z}_{+} \in \operatorname{LCP}\left(I_{N}-\Upsilon_{N},-\boldsymbol{\rho}_{N}\right)$.
Proof. Suppose that $\boldsymbol{z}$ is a solution of (16) and write $\boldsymbol{z}=\boldsymbol{z}_{+}-\boldsymbol{z}_{-}$. Then

$$
\boldsymbol{z}_{+}, \boldsymbol{z}_{-} \geqslant 0, \quad\left(\boldsymbol{z}_{+}\right)^{\top} \boldsymbol{z}_{-}=0 \quad \text { and } \quad \boldsymbol{z}_{-}=\left(I_{N}-\Upsilon_{N}\right) \boldsymbol{z}_{+}-\boldsymbol{\rho}_{N}
$$

Hence $\boldsymbol{z}_{+} \in \operatorname{LCP}\left(I_{N}-\Upsilon_{N},-\boldsymbol{\rho}_{N}\right)$.
To establish the converse, let $(\boldsymbol{y}, \boldsymbol{w})$ a solution of $\operatorname{LCP}\left(I_{N}-\Upsilon_{N},-\boldsymbol{\rho}_{N}\right)$. Define $\boldsymbol{z}=\boldsymbol{y}-\boldsymbol{w}$ then

$$
\left\{\begin{array}{l}
\boldsymbol{z}_{+}=\boldsymbol{y} \\
\boldsymbol{z}_{-}=\boldsymbol{w}
\end{array} \quad \text { and } \quad \boldsymbol{w}=\left(I_{N}-\Upsilon_{N}\right) \boldsymbol{y}-\boldsymbol{\rho}_{N} \quad \Rightarrow \quad \boldsymbol{z}=\Upsilon_{N} \boldsymbol{z}_{+}+\boldsymbol{\rho}_{N}\right.
$$

### 3.4. Design of an AMP algorithm to approximate the LCP solution.

The AMP principles in a nutshell. We begin with some of the fundamental results of the AMP theory. The now classical form of an AMP iterative algorithm, as formalized in the article [7] of Bayati and Montanari based in part on a result of Bolthausen [11], can be presented as follows. Let $\left(h^{k}\right)_{k \geqslant 0}$ be a sequence of Lipschitz $\mathbb{R}^{2} \rightarrow \mathbb{R}$ functions. By the Lipschitz assumption, the derivative

$$
\frac{\partial h^{k}(u, a)}{\partial u}
$$

is defined almost everywhere and the function $\partial_{1} h^{k}(u, a)$ is any function that coincides with this derivative where it is defined. For $\boldsymbol{x}=\left(x_{i}\right)_{i \in[N]}$, define by $\langle\boldsymbol{x}\rangle_{N}$ the scalar quantity:

$$
\langle\boldsymbol{x}\rangle_{N}:=\frac{1}{N} \sum_{i \in[N]} x_{i}
$$

Let $\boldsymbol{a}_{N} \in \mathbb{R}^{N}$ be a random vector of so-called auxiliary information. Recall that $A_{N}$ is the GOE matrix introduced in Assumption 2. Starting with a vector $\boldsymbol{u}_{N}^{0} \in \mathbb{R}^{N}$, the AMP recursion is written

$$
\begin{equation*}
\boldsymbol{u}_{N}^{k+1}=\frac{A_{N}}{\sqrt{N}} h^{k}\left(\boldsymbol{u}_{N}^{k}, \boldsymbol{a}_{N}\right)-\left\langle\partial_{1} h^{k}\left(\boldsymbol{u}_{N}^{k}, \boldsymbol{a}_{N}\right)\right\rangle_{N} h^{k-1}\left(\boldsymbol{u}_{N}^{k-1}, \boldsymbol{a}_{N}\right) \tag{17}
\end{equation*}
$$

where $h^{k}(\boldsymbol{u}, \boldsymbol{a})=\left(h^{k}\left(u_{i}, a_{i}\right)\right)_{i \in[N]}$.
From this recursion, it is possible to precisely evaluate the asymptotic behavior of the empirical measures

$$
\mu^{\boldsymbol{a}_{N}, \boldsymbol{u}_{N}^{1}, \cdots, \boldsymbol{u}_{N}^{k}}
$$

as $N \rightarrow \infty$ for any $k$, and to prove that $\mu^{\boldsymbol{a}_{N}, \boldsymbol{u}_{N}^{1}, \cdots, \boldsymbol{u}_{N}^{k}}$ converges toward a centered Gaussian vector whose covariance structure is defined by the so-called Density Evolution (DE). The term

$$
\left\langle\partial_{1} h^{k}\left(\boldsymbol{u}_{N}^{k}, \boldsymbol{a}_{N}\right)\right\rangle_{N} h^{k-1}\left(\boldsymbol{u}_{N}^{k-1}, \boldsymbol{a}_{N}\right)
$$

(equal to zero for $k=0$ ) is referred to as the Onsager term and plays a crucial role in making possible this convergence. For a detailed exposition of the AMP theory, along with the description of many of its applications, the reader is referred to the recent tutorial [23].

A specific AMP algorithm for the LCP. To establish Theorem 1, we design the following AMP algorithm and study its properties. For each $N$, let $\left(\boldsymbol{u}_{N}^{0}, \boldsymbol{a}_{N}\right) \in \mathbb{R}^{N} \times \mathbb{R}^{N}$ be a couple of random vectors independent of $A_{N}$, with $\boldsymbol{a}_{N} \geqslant 0$. Assume that there exists a couple of $L^{2}$ random variables ( $\bar{u}, \bar{a}$ ) such that

$$
\begin{equation*}
\text { (a.s.) } \quad \mu^{\boldsymbol{u}_{N}^{0}, \boldsymbol{a}_{N}} \xrightarrow[N \rightarrow \infty]{\mathcal{P}_{2}\left(\mathbb{R}^{2}\right)} \quad \mathscr{L}((\bar{u}, \bar{a})), \quad \bar{a} \neq 0 \tag{18}
\end{equation*}
$$

Vectors $\boldsymbol{u}_{N}^{0}$ and $\boldsymbol{a}_{N}$ will be specified later, see (23). Notice that $\bar{a} \geqslant 0$. By Assumption $3, \kappa$ is larger than $\sqrt{2}$ hence (5) admits an unique solution $\left(\delta, \sigma^{2}, \gamma\right)$ by the first part of the theorem. Let $h^{t} \equiv h$ for all $k \geqslant 0$, where

$$
h(u, a)=\frac{(u+a)_{+}}{\delta} \quad \text { and } \quad \partial_{1} h(u, a)=\frac{\mathbb{1}_{\{u+a>0\}}}{\delta} .
$$

The AMP iteration 17 now reads

$$
\begin{equation*}
\boldsymbol{u}_{N}^{k+1}=\frac{A_{N}}{\delta \sqrt{N}}\left(\boldsymbol{u}_{N}^{k}+\boldsymbol{a}_{N}\right)_{+}-\frac{\left\langle\mathbb{1}_{\left\{\boldsymbol{u}_{N}^{k}+\boldsymbol{a}_{N}>0\right\}}\right\rangle_{N}\left(\boldsymbol{u}_{N}^{k-1}+\boldsymbol{a}_{N}\right)_{+}}{\delta^{2}} . \tag{19}
\end{equation*}
$$

The DE equations for this algorithm are provided by the following proposition, which is a direct application of [23, Theorem 2.3] (see also [7, Theorem 4]):

Proposition 5. For $N \geqslant 1$, Let $A_{N}$ be a GOE matrix and let $\left(\boldsymbol{u}_{N}^{0}, \boldsymbol{a}_{N}\right) \in \mathbb{R}^{N} \times \mathbb{R}^{N}$ be a couple of random vectors independent of $A_{N}$, with $\boldsymbol{a}_{N} \geqslant 0$. Assume (18) and consider the recursion (19). Then, for every $k \geqslant 1$,

$$
\text { (a.s.) } \quad \mu^{\boldsymbol{a}_{N}, \boldsymbol{u}_{N}^{1}, \cdots, \boldsymbol{u}_{N}^{k}} \xrightarrow[N \rightarrow \infty]{\mathcal{P}_{2}\left(\mathbb{R}^{k+1}\right)} \quad \mathscr{L}\left(\left(\bar{a}, Z^{1}, \ldots, Z^{k}\right)\right),
$$

where $\left(Z^{1}, \cdots, Z^{k}\right)$ is a centered Gaussian vector, independent of $(\bar{u}, \bar{a})$. The $k \times k$ covariance matrix $R^{k}$ of the random vector $\left(Z^{1}, \cdots, Z^{k}\right)$ is defined recursively in $k$ as follows:

$$
R^{1}=\mathbb{E}\left(Z^{1}\right)^{2}=\frac{1}{\delta^{2}} \mathbb{E}(\bar{u}+\bar{a})_{+}^{2},
$$

and given $R^{k}$, matrix $R^{k+1}$ 's first principal submatrix is $R^{k}$,

$$
\left[R^{k+1}\right]_{i j}=\left[R^{k}\right]_{i j} \quad \text { for } \quad i, j \in[k],
$$

whereas the last row and column of $R^{k+1}$ are defined via the equations:

$$
\left[R^{k+1}\right]_{k+1, \ell}=\mathbb{E} Z^{k+1} Z^{\ell}=\frac{1}{\delta^{2}} \begin{cases}\mathbb{E}\left(Z^{k}+\bar{a}\right)_{+}\left(Z^{\ell-1}+\bar{a}\right)_{+} & \text {if } \quad \ell \in\{2, \ldots, k+1\} \\ \mathbb{E}\left(Z^{k}+\bar{a}\right)_{+}(\bar{u}+\bar{a})_{+} & \text {if } \quad \ell=1\end{cases}
$$

Notice that by writing $\boldsymbol{\alpha}^{k+1}=\left((\bar{u}+\bar{a})_{+},\left(Z^{1}+\bar{a}\right)_{+}, \cdots,\left(Z^{k}+\bar{a}\right)_{+}\right)^{\top}$, we see that $R^{k+1}=$ $\mathbb{E} \boldsymbol{\alpha}^{k+1}\left(\boldsymbol{\alpha}^{k+1}\right)^{\top}$, which immediately shows that $R^{k+1}$ is a positive semidefinite matrix (actually, one can prove that it is definite, see [23]).

Denote by

$$
\boldsymbol{\xi}_{N}^{k}=\boldsymbol{u}_{N}^{k}+\boldsymbol{a}_{N}
$$

What is going to drive the following computations is the fact that the vectors $\boldsymbol{\xi}_{N}^{k}$ and $\boldsymbol{\xi}_{N}^{k+1}$ will tend to be aligned as $N \rightarrow \infty$ then $k \rightarrow \infty$. This will be formalized and proved in Lemma 6 . Denote by $\gamma_{N}^{k}=\left\langle\mathbb{1}_{\left\{\boldsymbol{\xi}_{N}^{k}>0\right\}}\right\rangle_{N}$ and recall the expression of $\gamma$ given in (5c). With these notations
at hand, the AMP recursion (19) reads:

$$
\begin{aligned}
\boldsymbol{\xi}_{N}^{k+1} & =\frac{A_{N}}{\delta \sqrt{N}}\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}-\frac{\gamma_{N}^{k}}{\delta^{2}}\left(\boldsymbol{\xi}_{N}^{k-1}\right)_{+}+\boldsymbol{a}_{N} \\
& =\frac{A_{N}}{\delta \sqrt{N}}\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}-\frac{\gamma}{\delta^{2}}\left(\boldsymbol{\xi}_{N}^{k-1}\right)_{+}+\boldsymbol{a}_{N}+\frac{\gamma-\gamma_{N}^{k}}{\delta^{2}}\left(\boldsymbol{\xi}_{N}^{k-1}\right)_{+} \\
& =\frac{A_{N}}{\delta \sqrt{N}}\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}-\frac{\gamma}{\delta^{2}}\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}+\boldsymbol{a}_{N}+\frac{\gamma-\gamma_{N}^{k}}{\delta^{2}}\left(\boldsymbol{\xi}_{N}^{k-1}\right)_{+}+\frac{\gamma}{\delta^{2}}\left(\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}-\left(\boldsymbol{\xi}_{N}^{k-1}\right)_{+}\right)
\end{aligned}
$$

Replacing now $\boldsymbol{\xi}_{N}^{k+1}$ by $\boldsymbol{\xi}_{N}^{k}$, we end up with:

$$
\begin{equation*}
\boldsymbol{\xi}_{N}^{k}=\frac{A_{N}}{\delta \sqrt{N}}\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}-\frac{\gamma}{\delta^{2}}\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}+\boldsymbol{a}_{N}+\boldsymbol{\varepsilon}_{N}^{k} \tag{20}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{\varepsilon}_{N}^{k}=\frac{\gamma-\gamma_{N}^{k}}{\delta^{2}}\left(\boldsymbol{\xi}_{N}^{k-1}\right)_{+}+\boldsymbol{\xi}_{N}^{k}-\boldsymbol{\xi}_{N}^{k+1}+\frac{\gamma}{\delta^{2}}\left(\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}-\left(\boldsymbol{\xi}_{N}^{k-1}\right)_{+}\right) . \tag{21}
\end{equation*}
$$

Massaging (20) and relying on (5a) we obtain:

$$
\begin{equation*}
\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}-\frac{\left(\boldsymbol{\xi}_{N}^{k}\right)_{-}}{1+\gamma / \delta^{2}}=\frac{A_{N}}{\kappa \sqrt{N}}\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}+\frac{\delta\left(\boldsymbol{a}_{N}+\boldsymbol{\varepsilon}_{N}^{k}\right)}{\kappa} \tag{22}
\end{equation*}
$$

Denote by

$$
\boldsymbol{z}=\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}-\frac{\left(\boldsymbol{\xi}_{N}^{k}\right)_{-}}{1+\gamma / \delta^{2}}
$$

Notice that $\boldsymbol{z}_{+}=\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}$and set finally

$$
\begin{equation*}
\boldsymbol{u}_{N}^{0}=\mathbf{1}_{N} \quad \text { and } \quad \boldsymbol{a}_{N}=\frac{\kappa}{\delta} \boldsymbol{r}_{N} \tag{23}
\end{equation*}
$$

With these notations, (22) is rewritten

$$
\begin{equation*}
\boldsymbol{z}=\Sigma_{N} \boldsymbol{z}_{+}+\boldsymbol{r}_{N}+\frac{\delta}{\kappa} \boldsymbol{\varepsilon}_{N}^{k} \tag{24}
\end{equation*}
$$

Relying on Proposition 4 and on the fact that $\left\|\Sigma_{N}\right\|<1$ eventually, we conclude that $\boldsymbol{z}_{+}=\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}$ is the unique solution of

$$
\operatorname{LCP}\left(I_{N}-\Sigma_{N},-\boldsymbol{r}_{N}-\frac{\delta}{\kappa} \varepsilon_{N}^{k}\right)
$$

for $N$ large enough, which is almost what is aimed, up to the term $\frac{\delta}{\kappa} \varepsilon_{N}^{k}$ - see Eq. (15).
Remark 8. Retrospectively, notice that with the choice (23), assumptions of Proposition 5 are satisfied: $\left(\boldsymbol{u}_{N}^{0}, \boldsymbol{a}_{N}\right)$ is independent of $A_{N}$ and (18) holds thanks to Assumption 1 with $\bar{a}=\frac{\kappa}{\delta} \bar{r}$.

Before bounding $\varepsilon_{N}^{k}$, let us first study the behavior of $\mu^{\left(\xi_{N}^{k}\right)_{+}}$. Applying Proposition 5 , we get that for all $k \geqslant 2$ :

$$
\mu^{u_{N}^{k}} \xrightarrow[N \rightarrow \infty]{\mathcal{P}_{2}(\mathbb{R})} \mathscr{L}\left(Z^{k}\right)
$$

where $Z^{k} \stackrel{\mathcal{L}}{=} \theta_{k} \bar{Z}$ with $\bar{Z} \stackrel{\mathcal{L}}{=} \mathcal{N}(0,1)$ and $\theta_{k}$ satisfying the following DE equation:

$$
\begin{equation*}
\theta_{k+1}^{2}=\frac{1}{\delta^{2}} \mathbb{E}\left(\theta_{k} \bar{Z}+\bar{a}\right)_{+}^{2} \tag{25}
\end{equation*}
$$

Since function $\varphi(u, a)=(u+a)_{+}$is Lipschitz, it is clear that

$$
\begin{equation*}
\mu^{\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}} \underset{N \rightarrow \infty}{\mathcal{P}_{2}(\mathbb{R})} \quad \mathscr{L}\left(\left(\theta_{k} \bar{Z}+\bar{a}\right)_{+}\right) . \tag{26}
\end{equation*}
$$

Furthermore, since the distribution function of $\theta_{k} \bar{Z}+\bar{a}$ has no discontinuity, the following convergence holds:

$$
\text { (a.s.) } \quad \gamma_{N}^{k} \xrightarrow[N \rightarrow \infty]{ } \mathbb{P}\left(\theta_{k} \bar{Z}+\bar{a}>0\right) \quad \text { where } \quad \gamma_{N}^{k}=\left\langle\mathbb{1}_{\left\{\xi_{N}^{k}>0\right\}}\right\rangle_{N}
$$

Introduce the quantity:

$$
\begin{equation*}
\sigma_{k}=\frac{\delta}{\kappa} \theta_{k} . \tag{27}
\end{equation*}
$$

Following (25), the recursive equation satisfied by $\sigma_{k}$ is

$$
\sigma_{k+1}^{2}=\frac{1}{\delta^{2}} \mathbb{E}\left(\sigma_{k} \bar{Z}+\bar{r}\right)_{+}^{2}
$$

which is precisely the equation appearing in Lemma 2-(ii). As a conclusion, $\sigma_{k} \xrightarrow[k \rightarrow \infty]{ } \sigma$, where $\sigma$ satisfies (5b). This convergence has two interesting consequences:

$$
\mathbb{P}\left(\theta_{k} \bar{Z}+\bar{a}>0\right)=\mathbb{P}\left(\sigma_{k} \bar{Z}+\bar{r}>0\right) \quad \underset{k \rightarrow \infty}{\longrightarrow} \quad \mathbb{P}(\sigma \bar{Z}+\bar{r}>0)=\gamma
$$

where $\gamma$ satisfies (5c), and

$$
\mathcal{L}\left(\left(\theta_{k} \bar{Z}+\bar{a}\right)_{+}\right)=\mathcal{L}\left(\left(1+\gamma / \delta^{2}\right)\left(\sigma_{k} \bar{Z}+\bar{r}\right)_{+}\right) \quad \xrightarrow[k \rightarrow \infty]{\mathcal{P}_{2}(\mathbb{R})} \quad \mathcal{L}\left(\left(1+\gamma / \delta^{2}\right)(\sigma \bar{Z}+\bar{r})_{+}\right)
$$

the latter being the distribution appearing in Theorem 1-(iii).
Control of the error term $\varepsilon_{N}^{k}$. Recall the expression of $\varepsilon_{N}^{k}$ given in (21):

$$
\boldsymbol{\varepsilon}_{N}^{k}=\frac{\gamma-\gamma_{N}^{k}}{\delta^{2}}\left(\boldsymbol{\xi}_{N}^{k-1}\right)_{+}+\boldsymbol{\xi}_{N}^{k}-\boldsymbol{\xi}_{N}^{k+1}+\frac{\gamma}{\delta^{2}}\left(\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}-\left(\boldsymbol{\xi}_{N}^{k-1}\right)_{+}\right)
$$

A direct consequence of (26) yields that

$$
\frac{\left\|\left(\boldsymbol{\xi}_{N}^{k-1}\right)_{+}\right\|^{2}}{N} \xrightarrow[N \rightarrow \infty]{\text { a.s. }} \mathbb{E}\left(\theta_{k-1} \bar{Z}+\bar{a}\right)_{+}^{2}=\theta_{k}^{2} \delta^{2}
$$

In particular, the sequence $\left(\frac{\left\|\left(\boldsymbol{\xi}_{N}^{k-1}\right)_{+}\right\|^{2}}{N}\right)_{N}$ is bounded. Furthermore, $\lim _{k}($ a.s. $) \lim _{N}\left(\gamma-\gamma_{N}^{k}\right)=0$. We thus have

$$
\begin{equation*}
\lim _{k \rightarrow \infty}(\text { a.s. }) \lim _{N \rightarrow \infty} \frac{\left(\gamma-\gamma_{N}^{k}\right)^{2}}{\delta^{4}} \frac{\left\|\left(\boldsymbol{\xi}_{N}^{k-1}\right)_{+}\right\|^{2}}{N}=0 . \tag{28}
\end{equation*}
$$

The main idea to control the two remaining terms $\boldsymbol{\xi}_{N}^{k}-\boldsymbol{\xi}_{N}^{k+1}$ and $\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}-\left(\boldsymbol{\xi}_{N}^{k-1}\right)_{+}$is to establish that the correlation coefficient

$$
\begin{equation*}
Q_{k}:=\frac{\mathbb{E} Z^{k-1} Z^{k}}{\theta_{k-1} \theta_{k}} \tag{29}
\end{equation*}
$$

converges to 1 as $k \rightarrow \infty$. This can be interpreted as an alignement of vectors $\boldsymbol{\xi}_{N}^{k}$ and $\boldsymbol{\xi}_{N}^{k-1}$. This argument was developed in a similar context in [28], see also [19]. For self-containedness, we state and prove the following lemma:
Lemma 6. The sequence $\left(Q_{k}\right)_{k \geqslant 2}$ defined in (29) satisfies $Q_{k} \underset{k \rightarrow \infty}{ } 1$.
Proof of Lemma 6 is postponed to Appendix A.2.
We now conclude the proof of Theorem 1. Consider $\varphi\left(x_{1}, x_{2}\right)=\left(x_{1}-x_{2}\right)^{2} \in \operatorname{PL}_{2}\left(\mathbb{R}^{2}\right)$. By Proposition 5, we have

$$
\text { (a.s.) } \frac{\left\|\boldsymbol{\xi}_{N}^{k}-\boldsymbol{\xi}_{N}^{k+1}\right\|^{2}}{N}=\frac{1}{N} \sum_{i=1}^{N} \varphi\left(u_{i}^{k}, u_{i}^{k+1}\right) \underset{N \rightarrow \infty}{\longrightarrow} \mathbb{E}\left(Z^{k+1}-Z^{k}\right)^{2}=\theta_{k+1}^{2}+\theta_{k}^{2}-2 \theta_{k+1} \theta_{k} Q_{k+1}
$$

Applying Lemma 6, we get that:

$$
\begin{equation*}
\lim _{k \rightarrow \infty}(\text { a.s. }) \lim _{N \rightarrow \infty} \frac{\left\|\boldsymbol{\xi}_{N}^{k}-\boldsymbol{\xi}_{N}^{k+1}\right\|^{2}}{N}=0 \tag{30}
\end{equation*}
$$

A similar argument applies to the last term.

$$
\begin{aligned}
& \frac{1}{N}\left\|\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}-\left(\boldsymbol{\xi}_{N}^{k-1}\right)_{+}\right\|^{2}=\frac{1}{N}\left\|\left(\boldsymbol{u}_{N}^{k}+\boldsymbol{a}_{N}\right)_{+}-\left(\boldsymbol{u}_{N}^{k-1}+\boldsymbol{a}_{N}\right)_{+}\right\|^{2} \\
& \xrightarrow[N \rightarrow \infty]{a . s .} \mathbb{E}\left(\left(Z^{k}+\bar{a}\right)_{+}-\left(Z^{k-1}+\bar{a}\right)_{+}\right)^{2}=\mathbb{E}\left(Z^{k+1}-Z^{k}\right)^{2}
\end{aligned}
$$

Finally, using that

$$
\frac{\left\|\varepsilon_{N}^{k}\right\|^{2}}{N} \leqslant \frac{3}{N}\left(\frac{\left(\gamma-\gamma_{N}^{k}\right)^{2}}{\delta^{4}}\left\|\left(\boldsymbol{\xi}_{N}^{k-1}\right)_{+}\right\|^{2}+\left\|\boldsymbol{\xi}_{N}^{k}-\boldsymbol{\xi}_{N}^{k+1}\right\|^{2}+\frac{\gamma^{2}}{\delta^{4}}\left\|\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}-\left(\boldsymbol{\xi}_{N}^{k-1}\right)_{+}\right\|^{2}\right)
$$

we conclude that

$$
\begin{equation*}
\lim _{k \rightarrow \infty}(\text { a.s. }) \lim _{N \rightarrow \infty} \frac{\left\|\varepsilon_{N}^{k}\right\|^{2}}{N}=0 . \tag{31}
\end{equation*}
$$

Notice that the fact that the a.s. $\lim _{N}$ at the left hand side exists can be deduced again from Proposition 5.

From the approximated LCP to the genuine $L C P$. Recall that whenever $\left\|\Sigma_{N}\right\|<1$, which happens eventually,

$$
\boldsymbol{x}_{N}^{\star}=\operatorname{LCP}\left(I_{N}-\Sigma_{N},-\boldsymbol{r}_{N}\right) \quad \text { and } \quad\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}=\operatorname{LCP}\left(I_{N}-\Sigma_{N},-\boldsymbol{r}_{N}-\frac{\delta}{\kappa} \varepsilon_{N}^{k}\right)
$$

Statistical properties have been established for $\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}$via the AMP procedure, see for instance (26). Using LCP perturbation results, we shall identify the limiting empirical distribution of $\boldsymbol{x}_{N}^{\star}$. Let us introduce:

$$
\mu^{\star}=\mathcal{L}\left(\left(1+\gamma / \delta^{2}\right)(\sigma \bar{Z}+\bar{r})_{+}\right)=\mathcal{L}\left(\frac{\kappa}{\delta}(\sigma \bar{Z}+\bar{r})_{+}\right)
$$

In [15, Th. 2.7, Th. 2.8], Chen and Xiang provide the following bound:

$$
\begin{align*}
&\left\|\boldsymbol{x}_{N}^{\star}-\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}\right\| \leqslant\left\|\left(I_{N}-\Sigma_{N}\right)^{-1}\right\| \times \frac{\kappa}{\delta}\left\|\varepsilon_{N}^{k}\right\|=b_{N}\left\|\varepsilon_{N}^{k}\right\|  \tag{32}\\
& \text { where } \quad b_{N}:=\left\|\left(I_{N}-\Sigma_{N}\right)^{-1}\right\| \times \frac{\kappa}{\delta}
\end{align*}
$$

Let $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ be an arbitrary function in $\operatorname{PL}\left(\mathbb{R}^{2}\right)$ with Lipschitz constant $L_{\varphi}$. For a given positive integer $k$, we have

$$
\begin{aligned}
\frac{1}{N} \sum_{i=1}^{N} \varphi\left(x_{i}^{\star}\right)-\int \varphi d \mu^{\star} & =\frac{1}{N} \sum_{i=1}^{N}\left(\varphi\left(x_{i}^{\star}\right)-\varphi\left(\left(\xi_{i}^{k}\right)_{+}\right)\right)+\frac{1}{N} \sum_{i=1}^{N} \varphi\left(\left(\xi_{i}^{k}\right)_{+}\right)-\int \varphi d \mu^{\star} \\
& :=\epsilon_{N}^{1}(k)+\epsilon_{N}^{2}(k)
\end{aligned}
$$

We first handle $\epsilon_{N}^{2}(k)$. By Proposition 5, we have:

$$
\epsilon_{N}^{2}(k) \xrightarrow[N \rightarrow \infty]{\text { a.s. }} \mathbb{E} \varphi\left(\frac{\kappa}{\delta}\left(\sigma_{k} \bar{Z}+\bar{r}\right)_{+}\right)-\mathbb{E} \varphi\left(\frac{\kappa}{\delta}(\sigma \bar{Z}+\bar{r})_{+}\right) .
$$

The r.h.s. is easily bounded by a constant $C(k)$ which converges to zero as $k \rightarrow \infty$, using the fact that $\lim _{k} \sigma_{k}=\sigma$.

We now turn to $\epsilon_{N}^{1}(k)$. By Cauchy-Schwarz inequality

$$
\begin{aligned}
\frac{1}{N} \sum_{i=1}^{N}\left|\varphi\left(x_{i}^{\star}\right)-\varphi\left(\left(\xi_{i}^{k}\right)_{+}\right)\right| & \leqslant \frac{L_{\varphi}}{N} \sum_{i \in[N]}\left|x_{i}^{\star}-\left(\xi_{i}^{k}\right)_{+}\right|\left(1+\left|x_{i}^{\star}\right|+\left|\left(\xi_{i}^{k}\right)_{+}\right|\right) \\
& \left.\leqslant \frac{L_{\varphi}}{N}\left\|\boldsymbol{x}_{N}^{\star}-\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}\right\|\left(\sum_{i \in[N]}\left(1+\left|x_{i}^{\star}\right|+\mid \xi_{i}^{k}\right)_{+} \mid\right)^{2}\right)^{1 / 2} \\
& \leqslant 3 L_{\varphi} \frac{\left\|\boldsymbol{x}_{N}^{\star}-\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}\right\|}{\sqrt{N}}\left(1+\frac{\left\|\boldsymbol{x}_{N}^{\star}\right\|}{\sqrt{N}}+\frac{\left\|\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}\right\|}{\sqrt{N}}\right)
\end{aligned}
$$

Recall the bound (32) and the definition of $b_{N}$, then

$$
\left|\epsilon_{N}^{1}(k)\right| \leqslant 3 L_{\varphi} b_{N} \frac{\left\|\varepsilon_{N}^{k}\right\|}{\sqrt{N}}\left(1+2 \frac{\left\|\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}\right\|}{\sqrt{N}}+b_{N} \frac{\left\|\varepsilon_{N}^{k}\right\|}{\sqrt{N}}\right) .
$$

By Assumption 3, $b_{N}$ a.s. converges to a positive constant. By Proposition 5, we furthermore have

$$
\frac{\left\|\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}\right\|}{\sqrt{N}} \xrightarrow[N \rightarrow \infty]{\text { a.s. }}\left(\mathbb{E}\left(\theta_{k} \bar{Z}+\bar{a}\right)_{+}^{2}\right)^{1 / 2},
$$

which is bounded in $k$. Using (31), we obtain that $\lim \sup _{N}\left|\epsilon_{N}^{1}(k)\right|$ is bounded with probability one by a constant $C_{1}(k)$ which converges to zero as $k \rightarrow \infty$. Finally,

$$
\text { (a.s.) } \quad \lim \sup _{N}\left|\frac{1}{N} \sum_{i \in[N]} \varphi\left(x_{i}^{\star}\right)-\int \varphi d \mu^{\star}\right| \leqslant C(k)+C_{1}(k) .
$$

Since $C(k)+C_{1}(k)$ can be made arbitrarily small, we have

$$
\text { (a.s.) } \quad \frac{1}{N} \sum_{i=1}^{N} \varphi\left(x_{i}^{\star}\right) \xrightarrow[N \rightarrow \infty]{ } \int \varphi d \mu^{\star},
$$

which ends the proof of Theorem 1.

## 4. Elements of proof of Theorem 2

The strategy of proof is similar to that of Theorem 1. The Wishart model induces differences for the design of the AMP algorithm that we describe hereafter. The full mathematical proof is a matter of careful bookkeeping of Section 3. We provide the main steps of the proof but skip many mathematical details which can be found in [1].
4.1. Existence and uniqueness of the solution of system (8). This can be established as in the case of the GOE model with minor modifications and is hence skipped.
4.2. Design of an AMP algorithm to approximate the LCP solution. We shall rely on the framework of asymmetric AMP as presented in [23, Section 2.2]. Suppose that for a given $\kappa$ satisfying Assumption $6,\left(\delta, \tau^{2}, \gamma\right)$ is the unique solution of (8). Consider the following recursive system:

$$
\begin{align*}
\boldsymbol{u}_{N}^{k+1} & =\frac{B_{N}^{\top}}{\sqrt{P}} \boldsymbol{v}_{P}^{k}-\frac{\left(\boldsymbol{u}_{N}^{k}+\boldsymbol{a}_{N}\right)_{+}}{\delta}  \tag{33a}\\
\boldsymbol{v}_{P}^{k} & =\frac{B_{N}}{\delta \sqrt{P}}\left(\boldsymbol{u}_{N}^{k}+\boldsymbol{a}_{N}\right)_{+}-\frac{N}{P} \frac{\left\langle\mathbf{1}_{\left\{\boldsymbol{u}_{N}^{k}+\boldsymbol{a}_{N}>0\right\}}\right\rangle_{N}}{\delta} \boldsymbol{v}_{P}^{k-1} \tag{33b}
\end{align*}
$$

where $\boldsymbol{u}_{N}^{k}, \boldsymbol{u}_{N}^{k+1}$ are $N \times 1$ vectors and and $\boldsymbol{v}_{P}^{k-1}, \boldsymbol{v}_{P}^{k}, P \times 1$ vectors with initial conditions

$$
\boldsymbol{u}_{N}^{0}=\mathbf{1}_{N} \quad \text { and } \quad \boldsymbol{v}_{P}^{0}=\frac{B_{N}}{\delta \sqrt{P}}\left(\boldsymbol{u}_{N}^{0}+\boldsymbol{a}_{N}\right)_{+}
$$

The following proposition is the counterpart of Proposition 5 for asymmetric AMP.
Proposition 7 (consequence of Theorem 2.5 of [23]). For $N, P \geqslant 1$, let Assumptions 4, 5 and 6 hold true. Suppose that $\boldsymbol{a}_{N} \geqslant 0$ is a random vector independent of $A_{N}$ satisfying

$$
\text { (a.s.) } \quad \mu^{a_{N}} \xrightarrow[\mathcal{P}_{2}(\mathbb{R})]{N \rightarrow \infty} \mathcal{L}(\bar{a})
$$

and consider the recursions (33). Then for every fixed $k \geqslant 1$,

$$
\begin{array}{rll}
\text { (a.s.) } & \mu^{\boldsymbol{a}_{N}, \boldsymbol{u}_{N}^{1}, \cdots, \boldsymbol{u}_{N}^{k}} & \xrightarrow[N, P \rightarrow \infty]{\mathcal{P}_{2}\left(\mathbb{R}^{k+1}\right)} \\
\text { (a.s.) } & \mu^{\boldsymbol{v}_{N}^{0}, \cdots, \boldsymbol{v}_{N}^{k-1}} & \mathcal{L}\left(\left(\bar{a}, U^{1}, \cdots, U^{k}\right)\right), \\
\mathcal{P}_{2}\left(\mathbb{R}^{k}\right) \\
\mathcal{P}^{k} \rightarrow \infty & \mathcal{L}\left(\left(\bar{a}, V^{0}, \cdots, V^{k-1}\right)\right),
\end{array}
$$

where $\left(U^{1}, \cdots, U^{k}\right)$ is a centered Gaussian random vector independent of $\bar{a}$ with covariance $T^{[k]}$, and $\left(V^{0}, \cdots, V^{k-1}\right)$ is a centered Gaussian random vector with covariance matrix $\Sigma^{[k]}$. More precisely the covariance matrices

$$
\begin{aligned}
& T^{[k]}=\left(T_{i j}\right)_{i, j \in[k]} ; \quad T_{i j}=\mathbb{E} U^{i} U^{j}, \\
& \Sigma^{[k]}=\left(\Sigma_{i-1, j-1}\right)_{i, j \in[k]} ; \quad \Sigma_{i-1, j-1}=\mathbb{E} V^{i-1} V^{j-1}
\end{aligned}
$$

are defined inductively. First, let $\bar{Z} \sim \mathcal{N}(0,1)$ and introduce $\tau_{k}, \theta_{k}$ such that

$$
V^{k} \stackrel{\mathcal{L}}{=} \theta_{k} \bar{Z} \quad \text { and } \quad U^{k} \stackrel{\mathcal{L}}{=} \tau_{k} \bar{Z}
$$

so that $\theta_{k}^{2}=\Sigma_{k, k}$ and $\tau_{k}^{2}=T_{k k}$. We define these quantities by induction:

$$
\theta_{0}^{2}=\mathbb{E}(1+\bar{a})_{+}^{2}, \quad \tau_{k+1}^{2}=\mathbb{E} V_{k}^{2}=\theta_{k}^{2}, \quad \theta_{k+1}^{2}=\frac{c}{\delta^{2}} \mathbb{E}\left(U_{k+1}+\bar{a}\right)_{+}^{2}
$$

Now given $\Sigma^{[k]}=\left(\Sigma_{i-1, j-1}\right), \Sigma^{[k+1]}$ is defined by

$$
\begin{aligned}
\Sigma_{\ell, k} & =\frac{c}{\delta^{2}} \mathbb{E}\left(U^{\ell}+\bar{a}\right)_{+}\left(U^{k}+\bar{a}\right)_{+} \quad \text { for } \ell \in[k], \\
\Sigma_{0, k} & =\frac{c}{\delta^{2}} \mathbb{E}(1+\bar{a})_{+}\left(U^{k}+\bar{a}\right)_{+} .
\end{aligned}
$$

Given $T^{[k]}=\left(T_{i j}\right), T^{[k+1]}$ is defined by

$$
T_{\ell, k+1}=\mathbb{E} V^{\ell-1} V^{k}=\Sigma_{\ell-1, k} \quad \text { for } \ell \in[k+1] .
$$

From AMP recursions to an approximate LCP solution. We introduce the following notations:

$$
\boldsymbol{\xi}_{N}^{k}=\boldsymbol{u}_{N}^{k}+\boldsymbol{a}_{N}, \quad \gamma_{N}^{k}=\left\langle 1_{\left\{\boldsymbol{\xi}_{N}^{k}>0\right\}}\right\rangle_{N} .
$$

Recall the definition of $\gamma$ solution to (8). Performing similar computations as in Section 3.4, we obtain:

$$
\begin{equation*}
\boldsymbol{\xi}_{N}^{k}+\frac{\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}}{\delta}=\frac{B_{N}^{\top} B_{N}}{\left(1+\frac{c \gamma}{\delta}\right) \delta P}\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}+\boldsymbol{a}_{N}+\widetilde{\boldsymbol{\varepsilon}}_{N}^{k} \tag{34}
\end{equation*}
$$

where

$$
\tilde{\varepsilon}_{N}^{k}=\frac{B_{N}^{\top}}{\left(1+\frac{c \gamma}{\delta}\right) \sqrt{P}}\left(\frac{c \gamma-N / P \gamma_{N}^{k}}{\delta} \boldsymbol{v}_{P}^{k-1}+\frac{c \gamma}{\delta}\left(\boldsymbol{v}_{P}^{k}-\boldsymbol{v}_{P}^{k-1}\right)\right)+\boldsymbol{\xi}_{N}^{k}-\boldsymbol{\xi}_{N}^{k+1}
$$

We introduce the following notations:

$$
\boldsymbol{z}=\left(\boldsymbol{\xi}_{N}^{k}\right)_{+}-\frac{\left(\boldsymbol{\xi}_{N}^{k}\right)_{-}}{1+1 / \delta}, \quad \boldsymbol{r}_{N}=\frac{\boldsymbol{a}_{N}}{1+1 / \delta}, \quad \boldsymbol{\varepsilon}_{N}^{k}=\frac{\tilde{\boldsymbol{\varepsilon}}_{N}^{k}}{1+1 / \delta}
$$

Then (34) can be rewritten as

$$
\boldsymbol{z}=\Sigma_{N} \boldsymbol{z}_{+}+\boldsymbol{r}_{N}+\boldsymbol{\varepsilon}_{N}^{k},
$$

where $\Sigma_{N}$ is given by (7). Applying Proposition 4, we finally obtain that

$$
\boldsymbol{z}^{+}=L C P\left(I_{N}-\Sigma_{N},-\boldsymbol{r}_{N}-\varepsilon_{N}^{k}\right)
$$

The rest of the proof closely follows the corresponding part in the proof of Theorem 1 and is omitted.

## Appendix A. Theorem 1: Remaining proofs

A.1. Proof of Lemma 2. Consider the function $f\left(\sigma^{2}\right)=\mathbb{E}(\sigma \bar{Z}+\bar{r})_{+}^{2}$. Then, Equation (5b) is equivalent to the fixed-point equation:

$$
\begin{equation*}
\frac{f\left(\sigma^{2}\right)}{\delta^{2}}=\sigma^{2} \tag{35}
\end{equation*}
$$

We can prove by elementary means that

$$
\frac{d f}{d \sigma^{2}}\left(\sigma^{2}\right)=\frac{1}{2 \sigma} \frac{d f}{d \sigma}\left(\sigma^{2}\right)=\frac{1}{\sigma} \mathbb{E} \bar{Z}(\sigma \bar{Z}+\bar{r})_{+} .
$$

Moreover, conditioning on $\bar{r}$ and applying the integration by parts formula for the Gaussian r.v. $\bar{Z}$ we get

$$
\frac{1}{\sigma} \mathbb{E}\left(\bar{Z}(\sigma \bar{Z}+\bar{r})_{+} \mid \bar{r}\right)=\mathbb{E}\left(1_{\{\sigma \bar{Z}+\bar{r} \geqslant 0\}} \mid \bar{r}\right) .
$$

Hence

$$
\frac{d f}{d \sigma^{2}}\left(\sigma^{2}\right)=\mathbb{P}\{\sigma \bar{Z}+\bar{r} \geqslant 0\}=\mathbb{P}\{\bar{Z}+\bar{r} / \sigma \geqslant 0\} .
$$

Notice that $\frac{d f}{d \sigma^{2}}$ is a decreasing function since

$$
\sigma<\sigma^{\prime} \quad \Rightarrow \quad\left\{\bar{Z}+\bar{r} / \sigma^{\prime} \geqslant 0\right\} \subset\{\bar{Z}+\bar{r} / \sigma \geqslant 0\}
$$

with

$$
\lim _{\sigma^{2} \rightarrow \infty} \frac{d f}{d \sigma^{2}}\left(\sigma^{2}\right)=\frac{1}{2}
$$

We now introduce function $g\left(\sigma^{2}\right)=\frac{f\left(\sigma^{2}\right)}{\delta^{2}}-\sigma^{2}$. Notice that $g(0)=\mathbb{E} \bar{r}^{2} / \delta^{2}>0$ and that

$$
\begin{equation*}
\frac{d g}{d \sigma^{2}}\left(\sigma^{2}\right)=\frac{\mathbb{P}\{\bar{Z}+\bar{r} / \sigma \geqslant 0\}}{\delta^{2}}-1>\frac{1}{2 \delta^{2}}-1 \tag{36}
\end{equation*}
$$

If $\frac{1}{2 \delta^{2}}-1 \geqslant 0$ which is equivalent to the condition $\delta<(\sqrt{2})^{-1}$ then $g$ 's derivative is positive hence $g$ is increasing with a positive starting point and never vanishes.

Suppose now that $\delta>1 / \sqrt{2}$. We shall prove that $g$ vanishes at a unique point $\sigma^{2}(\delta)$ :

$$
\begin{equation*}
g\left(\sigma^{2}(\delta)\right)=0 \quad \text { for } \quad \sigma^{2}(\delta)>0 \tag{37}
\end{equation*}
$$

Notice that the derivative $d g / d \sigma^{2}$ is decreasing with a negative limit at infinity

$$
\lim _{\sigma^{2} \rightarrow \infty} \frac{d g}{d \sigma^{2}}\left(\sigma^{2}\right)=\frac{1}{2 \delta^{2}}-1<0
$$

Depending on the sign of the value of $d g / d \sigma^{2}$ at zero, either $g$ is constantly decreasing from the positive value $g(0)$ or $g$ is first increasing then eventually decreasing. We now prove that

$$
\begin{equation*}
\lim _{\sigma^{2} \rightarrow \infty} g\left(\sigma^{2}\right)<0 \tag{38}
\end{equation*}
$$

This will yield (37).

$$
\frac{g\left(\sigma^{2}\right)}{\sigma^{2}}=\frac{\mathbb{E}(\sigma \bar{Z}+\bar{r})_{+}^{2}}{\delta^{2} \sigma^{2}}-1=\frac{\mathbb{E}(\bar{Z}+\bar{r} / \sigma)_{+}^{2}}{\delta^{2}}-1 \underset{\sigma^{2} \rightarrow \infty}{ } \frac{1}{2 \delta^{2}}-1<0 .
$$

Hence $g$ 's limit is $-\infty$ at infinity. Eq. (38) is proved, so is (37). The first statement of the lemma is proved.

We now address the second point of the lemma. Let $\delta>1 / \sqrt{2}$ be fixed. From the previous analysis, we know that

$$
\left.\frac{d g}{d \sigma^{2}}\right|_{\sigma^{2}=\sigma^{2}(\delta)}<0
$$

From (36), one can compute

$$
\left.\frac{d g}{d \sigma^{2}}\right|_{\sigma^{2}=\sigma^{2}(\delta)}=\frac{\mathbb{P}\{\sigma(\delta) \bar{Z}+\bar{r} \geqslant 0\}}{\delta^{2}}-1
$$

and this gives the second point :

$$
\mathbb{P}\{\sigma(\delta) \bar{Z}+\bar{r} \geqslant 0\}<\delta^{2}
$$

We now address the third point of the lemma. Consider a sequence $\left(\sigma_{t}\right)$ such that

$$
\sigma_{0}^{2}>0 \text { and } \sigma_{p+1}^{2}=\frac{1}{\delta^{2}} f\left(\sigma_{p}^{2}\right)
$$

One can easily prove that $\sigma_{p}^{2} \uparrow_{p} \sigma^{2}(\delta)$ (resp. $\sigma_{p}^{2} \downarrow \sigma^{2}(\delta)$ ) if $\sigma_{0}^{2}<\sigma^{2}(\delta)$ (resp. $\sigma_{0}^{2}>\sigma^{2}(\delta)$ ). The sequence remains constant if $\sigma_{0}^{2}=\sigma^{2}(\delta)$. Lemma 2 is proved.

## A.2. Proof of Lemma 6.

Proof. Let $\left(X_{1}, X_{2}\right)$ be a centered Gaussian vector with covariance matrix $\Gamma\left(X_{1}, X_{2}\right)$ given by

$$
\Gamma\left(X_{1}, X_{2}\right)=\left(\begin{array}{ll}
1 & q \\
q & 1
\end{array}\right) \quad \text { with } \quad q \in[0,1] .
$$

Let $W$ be a (real) random variable independent of ( $X_{1}, X_{2}$ ) with finite second moment $\mathbb{E} W^{2}<\infty$. Consider the function $\mathcal{H}:[0,1] \rightarrow[0,1]$ defined as

$$
q \longmapsto \mathcal{H}(q)=\frac{\mathbb{E}\left(X_{1}+W\right)_{+}\left(X_{2}+W\right)_{+}}{\mathbb{E}\left(X_{1}+W\right)_{+}^{2}}
$$

It is shown in [28, Lemma 38 and proof of Lemma 37] that $\mathcal{H}$ is a continuous increasing function on $[0,1]$ such that

$$
\mathcal{H}(q)>q \quad \text { for all } \quad q<1 \quad \text { and } \quad \mathcal{H}(1)=1
$$

Let $Z^{k}$ be defined in Proposition $5, \theta_{k}$ in (25) and $Q_{k}$ in (29). Writing $Z^{k}=\theta_{k} \bar{Z}^{k}$ where $\mathcal{L}\left(\bar{Z}^{k}\right)=\mathcal{N}(0,1)$, notice that

$$
\operatorname{Cov}\left(\bar{Z}^{k}, \bar{Z}^{k-1}\right)=Q_{k}
$$

We have

$$
\begin{aligned}
Q_{k+1} & =\frac{\mathbb{E} Z^{k} Z^{k+1}}{\theta_{k} \theta_{k+1}}=\frac{\mathbb{E}\left(\theta_{k-1} \bar{Z}^{k-1}+\bar{a}\right)_{+}\left(\theta_{k} \bar{Z}^{k}+\bar{a}\right)_{+}}{\sqrt{\mathbb{E}\left(\theta_{k-1} \bar{Z}^{k-1}+\bar{a}\right)_{+}^{2} \mathbb{E}\left(\theta_{k} \bar{Z}^{k}+\bar{a}\right)_{+}^{2}}} \\
& =\frac{\mathbb{E}\left(\bar{Z}^{k-1}+\bar{a} / \theta_{k-1}\right)_{+}\left(\bar{Z}^{k}+\bar{a} / \theta_{k}\right)_{+}}{\sqrt{\mathbb{E}\left(\bar{Z}^{k-1}+\bar{a} / \theta_{k-1}\right)_{+}^{2} \mathbb{E}\left(\bar{Z}^{k}+\bar{a} / \theta_{k}\right)_{+}^{2}}}
\end{aligned}
$$

Notice that the last expression only depends on $\theta_{k-1}, \theta_{k}$ and $Q_{k}$, the covariance between $\bar{Z}^{k}$ and $\bar{Z}^{k-1}$. We thus introduce the following function

$$
H\left(Q_{k}, \theta_{k-1}, \theta_{k}\right)=\frac{\mathbb{E}\left(\bar{Z}^{k-1}+\bar{a} / \theta_{k-1}\right)_{+}\left(\bar{Z}^{k}+\bar{a} / \theta_{k}\right)_{+}}{\sqrt{\mathbb{E}\left(\bar{Z}^{k-1}+\bar{a} / \theta_{k-1}\right)_{+}^{2} \mathbb{E}\left(\bar{Z}^{k}+\bar{a} / \theta_{k}\right)_{+}^{2}}}
$$

The function $H$ is continuous. Combining Eq. (27) and the convergence of $\sigma_{k}$, denote by $\theta_{\infty}=\frac{\kappa}{\delta} \sigma$ where $\sigma$ satisfies (5b). If we set $W=\bar{a} / \theta_{\infty}$ in the definition of $\mathcal{H}$ above, then

$$
\mathcal{H}(q)=H\left(q, \theta_{\infty}, \theta_{\infty}\right)
$$

The lemma is established if we prove that $Q_{\star}:=\liminf _{k} Q_{k}$ satisfies $Q_{\star}=1$. Let us first show that $\liminf \mathcal{H}\left(Q_{k}\right) \geqslant \mathcal{H}\left(Q_{\star}\right)$. If $Q_{\star}=0$, then $Q_{k} \geqslant Q_{\star}$ and since $\mathcal{H}$ is increasing we have $\liminf \mathcal{H}\left(Q_{k}\right) \geqslant \mathcal{H}\left(Q_{\star}\right)$. It is thus sufficient to assume that $Q_{\star}>0$. For each $\varepsilon>0$, $Q_{k} \geqslant Q_{\star}-\varepsilon$ for all $k$ large enough. Thus, $\mathcal{H}\left(Q_{k}\right) \geqslant \mathcal{H}\left(Q_{\star}-\varepsilon\right)$ for all $k$ large, which implies that $\lim \inf \mathcal{H}\left(Q_{k}\right) \geqslant \mathcal{H}\left(Q_{\star}-\varepsilon\right)$. Since $\varepsilon>0$ is arbitrary, we have $\liminf \mathcal{H}\left(Q_{k}\right) \geqslant \mathcal{H}\left(Q_{\star}\right)$. With this, we have

$$
\begin{aligned}
Q_{\star} & =\liminf _{k} H\left(Q_{k}, \theta_{k-1}, \theta_{k}\right) \stackrel{(a)}{=} \liminf _{k} H\left(Q_{k}, \theta_{\infty}, \theta_{\infty}\right)=\liminf _{k} \mathcal{H}\left(Q_{k}\right) \\
& \geqslant \mathcal{H}\left(Q_{\star}\right)
\end{aligned}
$$

where (a) follows from the continuity of $H$. By $\mathcal{H}$ 's properties, this implies that $Q_{\star}=1$.

## Appendix B. Elements of proof for Theorems 3 and 4 (universality)

We provide hereafter arguments to complete proofs of Theorems 3 and 4 based on what has already been developed in the proofs of Theorems 1 and 2 and on various results available in the literature.

Proof of Theorem 3. We just need to prove that Proposition 5 above remains true when Assumptions 2 and 1 are replaced with Assumptions 8 and 7 respectively. This is a direct application of [38, Theorem 2.4].

Proof of Theorem 2. We only need to prove that Proposition 7 remains true with the assumptions of Theorem 4. To that end, it is enough to notice that [23, Theorem 2.5], from which Proposition 7 follows directly, can in turn be cast in the framework of the AMP algorithm for GOE matrices (17), thanks to the embedding of Javanmard and Montanari described in [26]. Indeed, Assumptions 9 and 7 used in conjuction with this embedding provide a version of Algorithm (17) that enters the framework of [38, Theorem 2.4]. This leads to Proposition 7.
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