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Abstract. The generalized Lotka-Volterra stochastic differential equation with a symmetric food interaction
matrix is frequently used to model the dynamics of the abundances of the species living within an ecosystem

when these interactions are mutualistic or competitive. In the relevant cases of interest, the Markov process

described by this equation has an unique invariant distribution which has a Hamiltonian structure. Following
an important trend in theoretical ecology, the interaction matrix is considered in this paper as a large random

matrix. In this situation, the (conditional) invariant distribution takes the form of a random Gibbs measure

that can be studied rigorously with the help of spin glass techniques issued from the field of physics of disordered
systems. Considering that the interaction matrix is an additively deformed GOE matrix, which is a well-known

model for this matrix in theoretical ecology, the free energy of the model is derived in the limit of the large

number n of species, making rigorous some recent results from the literature. The free energy analysis made in
this paper could be adapted to other situations where the Gibbs measure is non compactly supported.

Keywords : Free energy for a Gibbs measure, Lotka-Volterra stochastic differential equation, large random
matrices, theoretical ecology

1. Introduction

The (generalized) Lotka-Volterra (LV) Stochastic Differential Equation (SDE) is a standard mathematical
model for studying the population dynamics of biological ecosystems. Letting the integer n ą 0 be the number
of living species coexisting within an ecosystem, and writing R` “ r0,8q, the time evolution of the abundances
of these species, i.e., the biomasses or the numbers of individuals after an adequate normalization, is represented
by the random function x : R` Ñ Rn

` provided as the solution of the LV SDE

(1) dxt “ xt p1 ` pΣ ´ Iqxtq dt ` ϕdt `
a

2TxtdBt,

with the following notational conventions: 1 is the n ˆ 1 vector of ones. Given two Rn–valued vectors x “ rxis

and y “ ryis and a function f : R Ñ R, we denote as xy the Rn–valued vector rxiyis (similarly, x{y “ rxi{yis in
what follows), and we denote as fpxq the Rn–valued vector rfpxiqs. When appropriate, a scalar s is understood
as the vector s1.

In Equation (1), the nˆn matrix Σ is called the food interaction matrix among the species, the scalar ϕ ě 0
is the immigration rate towards the ecosystem, Bt P Rn is a standard multi-dimensional Brownian Motion
(BM) representing a noise, and T ą 0 is the noise temperature. We further assume that x0 is a random variable
supported by Rn

` and independent of the Brownian motion B. The model
?
2Txt for the diffusion that we

consider here is the so-called demographic noise model. Ecological justifications of Equation (1) can be found
in, e.g., [8, 27, 5, 2]. In all this paper, the interaction matrix Σ is assumed symmetric. This class of interaction
matrices is frequently considered to model the mutualistic and the competitive interactions [3, 8, 2].

Recently, the SDE model has raised the interest of the physicists and the researchers working in the field
of random disordered systems, focusing on the invariant distribution (when it exists) of the SDE (1) seen as
a Markov process. The framework for this analysis can be described as follows. When the dimension of the
system, i.e., the number of species, is large, a large random matrix model is frequently advocated to represent
the interaction matrix Σ. This follows a long tradition in theoretical ecology where the fine structure of the
interaction matrix cannot be known, and is replaced by a random model. The more or less sophisticated random
models used to represent this matrix aim to better understand the impact of the main ecological phenomena
(competition for the resources, mutualism, predation, parasitism, ...) that govern the concrete dynamic behavior
of these ecosystems in situations where they contain a large number of species. When Σ is random, the invariant
measure of the Markov process (1) becomes a conditional (Gibbs) measure which is reminiscent of the Gibbs
measure that appears in the celebrated Sherrington-Kirkpatrick (SK) model for the spin glasses in the mean
field regime. In order to study the asymptotics of this Gibbs measure as n Ñ 8, the first step is to compute the
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asymptotics of the free energy of the system, as was done by Biroli et.al. [8], and Altieri et.al. [5]. By using the
replica method in the line of the celebrated papers [25, 26], they derived the limit free energy, which, similarly
to the well-known SK case, involves a Parisi probability measure that captures the distribution of the overlaps
between the replicas. These replica–based computations are used to characterize the structure of the energy
landscape in terms of the temperature T and the parameters of the random matrix model for the interaction
matrix.

The present paper is a first step towards making rigorous the analyses made in [8, 5], and the subsequent
papers. Before delving into the statistical physics, the first part of this paper consists in a complete analysis
of the SDE in terms of existence, uniqueness, and non-explosion of its solution when Σ is deterministic. The
existence of an unique invariant distribution for the Markov process determined by (1), and the structure of
this distribution are also studied. For a symmetric n ˆ n matrix A, define λmax

` pAq as

λmax
` pAq “ max

uPSn´1
`

uJAu,

where Sn´1
` “ tu P Rn

`, }u} “ 1u with } ¨ } being the Euclidean norm. We show that when the condition

(2) λmax
` pΣq ă 1

is satisfied, then, the LV SDE (1) has an unique strong solution which is well-defined on R`. Furthermore, when
T ă ϕ, the Markov process issued from this SDE has an unique invariant measure, and this invariant measure
is given as Gpxq „ exppH pxq{T q where the Hamiltonian H is given in Equation (5) below. In the context of
our SDE (1), much of these results are scattered in the literature, however, mostly without a rigorous proof up
to our knowledge. This will be the object of Section 2.

In Section 3 and in all the remainder of the paper, we assume that our interaction matrix Σ is a symmetric
random matrix which is independent of the BM B and of the initial value x0. Recall that a random matrix
Wn P Rnˆn is said to belong to the Gaussian Orthogonal Ensemble (notation Wn „ GOEn) if Wn is equal in
law to pM ` MJq{

?
2 where M is a real random n ˆ n matrix with independent standard Gaussian elements.

In Section 3 and following, we redenote Σ as Σn when useful, and assume that

(3) Σn “
κ

?
n
Wn ` α

11J

n
,

where Wn „ GOEn, and κ ą 0 and α P R are constants. This random matrix model has been frequently
considered in the field of theoretical ecology as an academic model for a mutualistic or weakly competitive
interaction matrix, where α and κ represent respectively the normalized mean and standard deviation of the
interaction among two species [3, 9, 8].

For this model, λmax
` pΣnq becomes of course random. However, it has been shown by Montanari and Richard

[19] in another context that λmax
` pΣnq converges almost surely in the large dimensional regime where n Ñ 8 to

a quantity that can be identified as the solution of a system of equations in pκ, αq. In Section 3, we extend the
results of [19] to the situation where α can be negative. By doing so, we recover the realizability bound in the
large dimensional regime that is shown in [8] by building on a former result of Bunin in [9].

When Σn is random, the invariant measure of the Markov process defined by (1) becomes a conditional
probability measure. In Section 4, we provide an asymptotic analysis of the free energy associated to this
Gibbs measure by using the tools of that are now available in the mathematical physics literature, leading to
Theorem 7 which is the most important result of this paper. In most of this literature, the “spins” are valued
on the set t´1, 1un [30, 31, 22], on the unit-sphere Sn´1 [28], or on the rectangle Kn where K Ă R is a compact
set [23]. One difficulty of our analysis lies in the fact that our Gibbs measure is supported by the non-compact
set Rn

`. We hope that our approach can be adapted to other situations where the support of a Gibbs measure is
non-compact, and that our results results open the door to some further mathematical research on the nature of
the Parisi measure that underlies the limit free energy, leading towards the study of the Hamiltonian landscape
as can be found in the physics literature [8, 5, 4].

In all what follows, C ą 0 is a generic constant that can change from a line to another. This constant can
depend on the model dimension n in the next section but not in the following ones. We denote as px ¨ yq the
inner product of the vectors x, y P Rn.

2. The LV SDE analysis

In all this section, n is fixed, and Σ is a deterministic symmetric n ˆ n matrix. We are concerned here with
the well-definiteness of the SDE (1) as a SDE on R` “ r0,8q and by the existence of an unique invariant
measure for the continuous time homogeneous Markov process pxtqtě0 defined by this SDE.

Given a symmetric n ˆ n matrix A, similarly to the number λmax
` pAq defined above, we define λmin

` pAq as

λmin
` pAq “ min

uPSn´1
`

uJAu.
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With this definition, Condition (2) is equivalent to λmin
` pI ´ Σq ą 0. In all the remainder of the paper, we

denote as λmin
` this quantity.

We start with the following proposition, which is proven in Appendix A.

Proposition 1. Assume that Condition (2) is satisfied. Then, for each initial probability measure µ such that
x0 „ µ, the SDE (1) admits an unique strong solution on R`.

We shall denote hereinafter as xx0
t the solution of the SDE (1) that starts from x0. We have the following

proposition:

Proposition 2. Assume that Condition (2) is satisfied. Assume furthermore that

(4) T ă ϕ.

Then the Markov process pxtq has an unique invariant distribution Gpdxq P PpRn
`q given as

Gpdxq “
eH pxq{T

Z
dx,

where H : p0,8qn Ñ R is the Hamiltonian

(5) H pxq “
1

2
xJ pΣ ´ Iqx ` p1 ¨ xq ` pϕ ´ T qp1 ¨ log xq

and Z “
ş

Rn
`

exppH pxq{T q dx ă 8. Furthermore, for each function φ integrable with respect to Gpdxq and

each initial value x0 P Rn
`, it holds that

1

T

ż T

0

φpxx0
t q dt

a.s.
ÝÝÝÝÑ
TÑ8

ż

Rn
`

φpyqGpdyq

To prove this result, we rely on a recurrence result that appears in the book of Khasminskii [16], see also,
e.g., [17]:

Proposition 3. [application of Th. 4.1 and 4.2 and Cor. 4.4 of [16]] The Markov process pxtq has an unique
invariant distribution that we denote as G if there exists a bounded open domain D Ă p0,8qn, with a regular
boundary and a closure D̄ Ă p0,8qn, that satisfies the following property. For each deterministic x0 P Rn

`zD,
let

τx0

D “ inftt ě 0 : xx0
t P Du

be the entry time of xx0 in D with inf H “ 8. For each compact set K Ă Rn
`, it holds that supx0PK Eτx0

D ă 8.
Furthermore, if such a set D exists, the convergence

(6)
1

T

ż T

0

φpxx0
t q dt

a.s.
ÝÝÝÝÑ
TÑ8

ż

Rn
`

φpyqGpdyq

holds true for each real function φ integrable with respect to G.

Proof of Proposition 2. The infinitesimal generator A of the process pxtq applied to a function φ P C2
c pRn;Rq is

Aφpxq “ p∇φpxq ¨ pxp1 ` pΣ ´ Iqxq ` ϕqq ` T tr∇2φpxqdiagpxq.

Let ε ą 0 be a small enough number to be fixed later, and put V pxq “ p1 ¨ px ´ logpx ` εqqq for x P Rn
`. A

formal application of A to V shows that

AV pxq “

ˆˆ

1 ´
1

x ` ε

˙

¨ px ` xppΣ ´ Iqxq ` ϕq

˙

` T

ˆ

1 ¨
x

px ` εq2

˙

“ p1 ¨ xq ´ px ¨ pI ´ Σqxq ` ϕn ´

ˆ

1 ¨
x

x ` ε

˙

`

ˆ

x ¨ pI ´ Σq
x

x ` ε

˙

´ ϕ

ˆ

1 ¨
1

x ` ε

˙

` T

ˆ

1 ¨
x

px ` εq2

˙

.

Writing p1 ¨ xq `

´

x ¨ pI ´ Σq x
x`ε

¯

ď C p1 ¨ xq for some C ą 0, we obtain that

AV pxq ď ´ px ¨ pI ´ Σqxq ´ pϕ ´ T q

ˆ

1 ¨
1

x ` ε

˙

` C p1 ¨ xq ` ϕn

ď ´λmin
` }x}2 ´ pϕ ´ T q

ˆ

1 ¨
1

x ` ε

˙

` C p1 ¨ xq ` ϕn

ď ´0.5λmin
` }x}2 ´ pϕ ´ T q

ˆ

1 ¨
1

x ` ε

˙

` C 1

for some C 1 ą 0 which does not depend on ε. For x “ rxisiPrns P Rn
`, write xmin “ mini xi. Fix ε as

ε “
1

2

ˆ

1 ^
ϕ ´ T

C 1 ` 1

˙

,
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and define the open domain D Ă Rn
` as

D “

"

x P Rn
` : }x}2 ă

2p1 ` C 1q

λmin
`

and xmin ą
ϕ ´ T

C 1 ` 1
´ ε

*

(up to enlarging C 1 if necessary, we can consider that D ‰ H). We observe that V ą 0 on Rn
` and that D

satisfies the statement of Proposition 3. Furthermore, one can check that for our choice of D, it holds that
AV pxq ď ´1 for each x P Rn

`zD.
Let x0 be a constant vector in Rn

`zD. For a ą 0, define the stopping time ηx0
a “ inftt ě 0 : }xx0

t } ě au. By
Itô’s formula, we have by the derivation we just made that

EV pxx0

t^τ
x0
D ^η

x0
a

q “ V px0q ` E
ż t^τ

x0
D ^ηx0

a

0

AV pxx0
u qdu ď V px0q ´ Ert ^ τx0

D ^ ηx0
a s.

Since V ą 0 on Rn
`, we obtain that Ert ^ τx0

D ^ ηx0
a s ď V px0q. Taking a Ñ 8 then t Ñ 8, we get that

Eτx0

D ă V px0q, which implies that supx0PK Eτx0

D ă 8 for every compact set K Ă Rn
`zD, and the condition

provided on the statement of Proposition 3 is satisfied. Thus, the Markov process defined by (1) has an unique
invariant distribution G, and the convergence (6) holds true.

It remains to show that the invariant distribution G takes the form provided in the statement of Proposition 2.
To that end, it is enough to show that for G taking this form, it holds that

(7) @φ P C2
c pRn

`;Rq,

ż

Rn
`

Aφpyq Gpdyq “ 0.

By an Integration by Parts, we have
ż

Rn
`

AφpyqeH pyq{T dy “

ż

Rn
`

␣

p∇φpyq ¨ pyp1 ` Σy ´ yq ` ϕqq ` T tr∇2φpyqdiagpyq
(

eH pyq{T dy

“

ż

φpyq

#

∇ ¨

´

pyp´1 ´ Σy ` yq ´ ϕqeH pyq{T
¯

` T
ÿ

i

B2

By2i

´

yie
H pyq{T

¯

+

dy.

We therefore need to show that the term between t¨u in the integrand above is zero for each y P p0,8qn. It is
enough to show that

@i P rns, pyip´1 ´ rΣysi ` yiq ´ ϕq eH pyq{T “ ´T
B

Byi

´

yie
H pyq{T

¯

.

This is directly obtained by developing the right hand side of this expression with the help of (5). □

In all the remainder of this paper, we shall assume that T ă ϕ.

3. Realizability bound for deformed GOE interaction matrix

From now on, we assume that our interaction matrix Σn is a large random n ˆ n matrix described by
Equation (3). The purpose of this section is to characterize the behavior of λmax

` pΣnq as n Ñ 8 for this model.
This problem was essentially solved by Montanari and Richard in the different context of the so-called non-

negative Principal Component Analysis [19]. Here, we extend their analysis to the case where α can be negative,
and we correct a small error in their proof.

In all the remainder of this paper, we shall often drop the index n from objects like Σn or Wn for readability.

Proposition 4. Define the real functions d, f , and g on R as

dpxq “ E pZ ` xq
2
` , fpxq “

E pZ ` xq`
a

dpxq
, and gpxq “

EZ pZ ` xq`
a

dpxq
,

where Z „ N p0, 1q. Then, it holds that

λmax
` pΣnq

a.s.
ÝÝÝÑ
nÑ8

λ`pα, κq,

where
λ`pα, κq “ αfpcq2 ` 2κgpcq,

and c P R is the unique solution of the equation

c “
α

κ
fpcq.

Remark 1. We observe that if λ`pα, κq ă 1, then on the probability one set where λmax
` pΣnq Ñ λ`pα, κq, the

function exppH pxq{T q is integrable on Rn
` for all large n, and the distribution G is well-defined. Alternatively,

if λ`pα, κq ą 1, then on the probability one set where λmax
` pΣnq Ñ λ`pα, κq, for all large enough n, the function

exppH pxq{T q is not integrable on Rn
`. The “realizability frontier” tpα, κq : λ`pα, κq “ 1u which is plotted on

Figure 1 coincides with the curve provided in [9].
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Figure 1. The curve λ`pα, κq “ 1

Two particular cases deserve some attention:

Lemma 5. λ`p0, κq “ κ
?
2 and limκÑ0 λ`pα, κq “ 0 _ α.

This lemma explains the presence of the points pα, κq “ p0, 1{
?
2q and pα, κq “ p1, 0q on the curve of Figure 1.

Modifications of the approach of [19] to prove Proposition 4. Noticing that

λmax
` pΣnq “ κλmax

`

ˆ

1
?
n
Wn `

α

κ

11J

n

˙

and λ`pα, κq “ κλ`pα{κ, 1q,

it is enough to establish Proposition 4 for κ “ 1 and α arbitrary.
We first focus on the well-definiteness of λ`pα, 1q as provided in the statement of the proposition, and provide

a maximality property related with this quantity. To this end, we adapt the results of [19, Lemmata 18, 20, 22]
to the cases where α can be negative.

Lemma 6. For each α P R, the function rα : R Ñ R defined as

rαpxq “ αfpxq2 ` 2gpxq

has an unique maximizer c, which is defined as the unique solution of the fixed point equation

x “ αfpxq.

Proof. We first need some properties of the functions f and g, which can be obtained by a small adaptation
of [19, Lemma 18]. These read: The function f is strictly positive and differentiable. It satisfies f 1pxq ą 0
for all x P R, limxÑ´8 fpxq “ 0, fp0q “ 1{

?
π, and limxÑ`8 fpxq “ 1. The function g is a strictly positive

differentiable function that satisfies g1pxq ą 0 for all x ă 0, g1p0q “ 0, and g1pxq ă 0 for all x ą 0. Also,
lim|x|Ñ8 gpxq “ 0.

We first observe that if α “ 0, then trivially, c “ 0 and it is the unique maximizer of r0 by the aforementioned
properties of g. Assume α ‰ 0.

Let us define the real function function q on Rzt0u as qpxq “ fpxq{x. On this domain of definition, it holds
that

q1pxq “ pxf 1pxq ´ fpxqq{x2.

Therefore, it is clear that q is strictly decreasing on p´8, 0q. We also know from the proof of [19, Lemma 20]
that q is also strictly decreasing on p0,8q. Finally, it is obvious from what precedes that lim|x|Ñ8 qpxq “ 0,
limxÑ0´ qpxq “ ´8, and limxÑ0` qpxq “ `8. It results that the equation x “ αfpxq has an unique solution
c P R for each α P Rzt0u.

It remains to show that c is the unique maximum of rα. A small calculation shows that p
a

dpxqq1 “ fpxq

and that
a

dpxq “ xfpxq ` gpxq. Equating the derivatives at both sides of this last equation shows that
g1pxq “ ´xf 1pxq. We can therefore write

r1
αpxq “ 2αfpxqf 1pxq ` 2g1pxq “ 2xf 1pxq

ˆ

α
fpxq

x
´ 1

˙

“ 2xf 1pxq pαqpxq ´ 1q .
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Let us focus here on the case where α ă 0. The case α ą 0 is similar. From the previous results on the graph
of q, we obtain that c ă 0 and that

$

&

%

xpαqpxq ´ 1q ą 0 if x ă c
xpαqpxq ´ 1q “ 0 if x “ c
xpαqpxq ´ 1q ă 0 if x ą c.

Recalling that f 1 ą 0, we obtain that c is the unique maximizer of rα. □

It remains to show that λmax
` pΣnq

as
Ñ λ`pα, 1q “ rαpcq to finish the proof of Proposition 4.

The first step consists in showing that lim supn λ
max
` pΣnq ď rαpcq w.p.1. Introducing the set Sn´1

` psq defined
for s P r0, 1s as

Sn´1
` psq “

␣

u P Sn´1
` ,

`

u ¨ 1{
?
n
˘

“ s
(

,

we can characterize λmax
` pΣq by the identity

λmax
` pΣq “ max

sPr0,1s

˜

αs2 ` max
uPSn´1

`
psq

pu ¨ Wuq

¸

fi max
sPr0,1s

Mpsq.

By a Gaussian concentration argument [19, Appendix B], it is enough to show that

(8) max
sPr0,1s

lim sup
n

EMpsq ď rαpcq

to obtain that lim supn λ
max
` pΣq ď rαpcq w.p.1. This bound can be obtained by a Sudakov-Fernique argument for

Gaussian processes [32]. Consider the Gaussian process u ÞÑ ξu “ 2 pu ¨ Zq on Sn´1
` psq with Z „ N p0, n´1Inq.

We can easily show that n´1E ppu ¨ Wuq ´ pv ¨ Wvqq
2

ď Epξu ´ ξvq2. By the Sudakov-Fernique inequality, we
then have

EMpsq ď αs2 ` 2E max
uPSn´1

`
psq

pu ¨ Zq

ď αs2 ´ 2c̃s ` 2E max
uPSn´1

`

`

u ¨ pZ ` c̃1{
?
nq
˘

“ αs2 ´ 2c̃s ` 2E}pZ ` c̃1{
?
nq`}

ď αs2 ´ 2c̃s ` 2
`

E}pZ ` c̃1{
?
nq`}2

˘1{2
,

where c̃ P R is arbitrary. Taking n to infinity, we get that

lim sup
n

EMpsq ď αs2 ´ 2c̃s ` 2
a

dpc̃q.

Let us now take c̃ as the unique solution of the equation fpxq “ s. Using the identity
a

dpxq “ xfpxq ` gpxq,
we then obtain

lim sup
n

EMpsq ď αfpc̃q2 ´ 2c̃fpc̃q ` 2
a

dpc̃q “ rαpc̃q ď rαpcq

by Lemma 6, and the bound (8) is established.
We note here that an analogous argument is used in [19] to prove [19, Lemma 10]. However, in the context

of Proposition 4 above, this argument requires the function s ÞÑ αs2 ´ 2c̃s to be concave, which is incorrect
when α ą 0.

The second step towards showing Proposition 4 consists in showing that lim infn λ
max
` pΣq ě λ`pα, 1q w.p.1.

This is done in [19] with the help of an Approximate Message Passing algorithm. This argument can be applied
to our situation practically without modification, completing the proof of Proposition 4.

Proof of Lemma 5. We have λ`p0, κq “ 2κgp0q “ κ
?
2 by a small calculation.

To establish the second result for α ‰ 0, let us focus on the equation c “ pα{κqfpcq. By the properties of
the function q provided above, we see that c “ cpκq converges to 8 as κ Ñ 0 when α ą 0, and to ´8 when
α ă 0. We also know that g is bounded. Therefore, limκÑ0 λ`pα, κq “ limκÑ8 αfpcpκqq “ 0 _ α by recalling
the properties of f .

4. Asymptotics of the free energy

From now on, we assume that κ and α in our deformed GOEmodel are chosen in such a way that λ`pκ, αq ă 1,
and we set εΣ “ p1 ´ λ`pκ, αqq{2. Since Σn is now a large random matrix for which P

“

λmax
` pΣnq ą 1

‰

ą 0 for
any fixed n, we need to replace our SDE (1) with the SDE

dxt “ xt

´

1 `

´

rΣ ´ I
¯

xt

¯

dt ` ϕdt `
a

2TxtdBt
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with
rΣ “ Σ1λmax

`
pΣqă1´εΣ

to guarantee the well-definiteness of the solution. By a slight adaptation of Proposition 1 to the case where
the interaction matrix is random, this SDE admits an unique strong solution. Furthermore, since 1 ´ εΣ “

λ`pκ, αq ` εΣ, it holds by Proposition 4 that with probability one, Σ “ rΣ for all n large enough. We use
hereinafter the standard notation in spin glass theory β “ 1{T , and recall our standing assumption ϕβ ą 1.

The invariant distribution G of the EDS (1), which existence is ensured by Proposition 2, becomes in our

new setting the conditional distibution rGpdxq “ rZ´1 exppβ ĂH pxqqdx given rΣ, with

ĂH pxq “
1

2
xJ

´

rΣ ´ I
¯

x ` p1 ¨ xq ` pϕ ´ 1{βqp1 ¨ log xq,

and

rZ “

ż

Rn
`

exppβ ĂH pxqq dx ă 8.

In what follows, we shall use a more convenient expression for the measure exppβH pxqq dx on Rn
` by writing

exppβ ĂH pxqq dx “ exp
´

Hnpxq1λmax
`

pΣnqă1´εΣ

¯

µbn
β pdxq

where Hn : Rn
` Ñ R is the new Hamiltonian

Hnpxq “
β

2
xJΣnx “

βκ

2
?
n
xJWnx `

βα

2

px ¨ 1q
2

n
,

and µbn
β pdxq is the n–fold product measure of the positive measure µβ defined on R` as

µβpdx1q “ xϕβ´1
1 exp

`

´βx2
1{2 ` βx1

˘

dx1, x1 ě 0.

Our purpose is to identify the asymptotic behavior of the free energy

rFn “
1

n
E log rZ “

1

n
E log

ż

Rn
`

exp
´

Hnpxq1λmax
`

pΣnqă1´εΣ

¯

µbn
β pdxq.

We now construct the Parisi functional that will be used in our main theorem. To begin with, we set the
notations for defining a so-called Parisi measure, a.k.a. the functional order parameter (f.o.p.). Let D ą 0, let
K ą 0 be an integer, and let

0 ă λ0 ă ¨ ¨ ¨ ă λK´1 ă 1, and

0 “ b0 ă ¨ ¨ ¨ ă bK´1 ă bK “ D.
(9)

To these reals we associate the Parisi measure ζ defined as

(10) ζptbkuq “ λk ´ λk´1 with λ´1 “ 0, λK “ 1.

We shall denote the set of these finitely supported measures such that the maximum of the support is equal to
D as fopD Ă Ppr0, Dsq.

Let a ą 0, h ě 0 and γ P R, and let pzkqkPrKs be K independent standard Gaussians. Define the random
variable

XK,a “ log

ż a

0

exp

˜

xβκ
K
ÿ

k“1

zk
a

bk ´ bk´1 ` βαhx ` γx2

¸

µβpdxq.

For k “ K ´ 1, . . . , 0, set

Xk,a “
1

λk
logEzk`1

exp pλkXk`1q ,

where Ezk`1
is the expectation with respect to the distribution of zk`1. With this, construction, X0,a is

deterministic and depends on ζ, h, and γ. Denote this real number as X0,apζ, h, γq. Our Parisi function will be

Papζ, h, γq “ X0,apζ, h, γq ´
β2κ2

4

K´1
ÿ

k“0

λkpb2k`1 ´ b2kq.

We can now state our main result.

Theorem 7. Assume that λ`pκ, αq ă 1. Then, if α ď 0, it holds that

rFn ÝÝÝÑ
nÑ8

sup
aě0,Dě0

inf
ζPfopD,hě0,γPR

ˆ

Papζ, h, γq ´ γD ´
βα

2
h2

˙

.

If α ą 0, then

rFn ÝÝÝÑ
nÑ8

sup
aě0,hě0,Dě0

inf
ζPfopD,γPR

ˆ

Papζ, h, γq ´ γD ´
βα

2
h2

˙

.
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To establish this result, we shall follow Panchenko’s approach in [23]. The main particularities of our proof
are related with the non-compactness of the support of µβ and the presence of the factor α in the expression of
the Hamiltonian H.

A comprehensive analysis of the limits stated by the previous theorem remains to be done. We conjecture
that these limits are infinite when λ`pκ, αq ą 1. In the case where λ`pκ, αq ă 1, a challenge is to prove that
each of the saddles that appear in the expressions of these limits is attained by an unique probability measure
ζ‹ which is compactly supported. In the physics literature, the study of the structure of ζ‹ has attracted a great
deal of interest. For instance, it is asserted that in the low temperature and low immigration rate regime β Ñ 8

and ϕ Ñ 0, the measure ζ‹ is reduced to a Dirac delta when κ ă 1{
?
2 (see Figure 1), which corresponds to

the so-called Replica Symmetry regime. For κ ą 1{
?
2, the measure ζ‹ has an infinite support, corresponding

to the so-called Full Replica Symmetry Breaking regime [5].
We now prove Theorem 7.

5. Proof of Theorem 7: some preparation

5.1. Ruelle probability cascades. It is well-known that a Parisi function is intimately connected with the
so-called Ruelle Probability Cascades (RPC) which definition and properties are discussed at length in [22,
Chapter 2]. We recall the main properties of these objects for the reader’s convenience, and we provide an
equivalent expression of our Parisi function Papζ, h, γq involving RPC’s. Arranging the λk’s in (9) in the vector
λ “ pλ0, . . . , λK´1q, the notation RPCλ P PpPpNKqq will denote the distribution of a RPC pviqiPNK with
parameters the elements of the vector λ. We shall repeatedly use the following result, obtained by a direct
adaptation of [22, Theorem 2.9].

Proposition 8. Let d ą 0 be an integer. Consider the vector λ above, K random vectors z1, . . . ,zK
iid
„ N p0, Idq,

and a real function XKpz1, . . . ,zKq satisfying E expλK´1XK ă 8. For k “ K ´ 1 to 0, define recursively

Xk “
1

λk
logEzk`1

eλkXk`1 ,

where Ezk`1
is the expectation with respect to the distribution of zk`1. Consider a family of i.i.d. random

vectors pzjqjPNYN2Y¨¨¨YNK with distribution N p0, Idq. For i P Nk, write i “ pi1, i2, . . . , ikq. Then, it holds that

X0 “ E log
ÿ

iPNK

vi expXKpzi1 , zi1i2 , . . . ,zi1,i2,...,iK q,

where pviqiPNK „ RPCλ is independent of the family pzjq.

We will also need the following application of this result. Write zk “ rzk,ls
d
l“1, and assume that XK is

of the form XKpz1, . . . ,zKq “
řd

l“1 UKpz1,l, . . . , zK,lq for some real function UK . Performing the induction
XK Ñ XK´1 Ñ ¨ ¨ ¨ Ñ X0 as in the statement of the previous proposition, we can check that X0 “ dU0, where
U0 is also obtained from UK by the same kind of induction.

We now provide an expression of our Parisi function Pa in terms of a RPC with the help of the former
proposition. As is usual in the SK literature, we introduce a function ξ capturing the covariance function of the
Gaussian process x ÞÑ βκxJWx{p2

?
nq. Namely, we write

β2κ2

4n
Epx1qJWx1px2qJWx2 “ nξpR12q with Rij “

`

xi ¨ xj
˘

n
and ξpxq “

β2κ2

2
x2.

We also find it more readable and more compliant with the SK literature to set θpxq “ xξ1pxq ´ ξpxq, even
though in our case, this function trivially reads θpxq “ ξpxq.

With the help of Proposition 8, we can provide an expression of the term X0,a in the expression of Pa in
terms of a RPC. With our new notations, the function XK,a is re-written

XK,a “ log

ż a

0

exp

˜

x
K
ÿ

k“1

zk
a

ξ1pbkq ´ ξ1pbk´1q ` βαhx ` γx2

¸

µβpdxq.

Set d “ 1, and let XK “ XK,a in Proposition 8 with zk “ zk. Consider a family of independent standard Gaus-
sians pzjqjPNYN2Y¨¨¨YNK , and define the family of random variables pqiqiPNK as follows. For i “ pi1, i2, . . . , iKq P

NK , set

(11) qi “ βκ
K
ÿ

k“1

zi1,i2,...,ik
a

bk ´ bk´1 “

K
ÿ

k“1

zi1,i2,...,ik
a

ξ1pbkq ´ ξ1pbk´1q.

Then, by Proposition 8 above, we have

X0,apζ, h, γq “ E log
ÿ

iPNK

vi

ż a

0

exqi`βαhx`γx2

µβpdxq.
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We now consider the term ´pβ2κ2{4q
řK´1

k“0 λkpb2k`1 ´ b2kq in the expression of Pa. First, it will be convenient
to write

β2κ2

4

K´1
ÿ

k“0

λkpb2k`1 ´ b2kq “
1

2

K´1
ÿ

k“0

λkpθpbk`1q ´ θpbkqq

“ ´
1

2

K
ÿ

k“0

pλk ´ λk´1qθpbkq `
1

2
θpbKq “ ´

1

2

ż

θpbqζpdbq `
1

2
θpDq.

Second, if we set d “ 1 and

XKpz1, . . . ,zKq “
βκ
?
2

ˆ

z1

b

b21 ´ b20 ` ¨ ¨ ¨ ` zK

b

b2K ´ b2K´1

˙

“

K
ÿ

k“1

zk

a

θpbkq ´ θpbk´1q

in Proposition 8, then, using the expression of the moment generating function of a Gaussian, we easily obtain
that

X0 “
1

2

K´1
ÿ

k“0

λkpθpbk`1q ´ θpbkqq “ ´
1

2

ż

θpbqζpdbq `
1

2
θpDq.

similarly to the family pqiqiPNK , define the family of random variables pyiqiPNK as

(12) yi “
βκ
?
2

K
ÿ

k“1

zi1,i2,...,ik

b

b2k ´ b2k´1 “

K
ÿ

k“1

zi1,i2,...,ik
a

θpbkq ´ θpbk´1q.

Then, by Proposition 8, we also have

X0 “ E log
ÿ

iPNK

vie
yi .

In short, we can write

Papζ, h, γq “ X0,apζ, h, γq `
1

2

ż

θpbqζpdbq ´
1

2
θpDq

“ E log
ÿ

iPNK

vi

ż a

0

exqi`βαhx`γx2

µβpdxq ´ E log
ÿ

iPNK

vie
yi

for ζ P fopD.

5.2. Useful bounds. We shall prove Theorem 7 by computing in turn an upper bound on lim sup rFn and a

lower bound on lim inf rFn. To this end, we shall rely on the two following lemmata thanks to which rFn will be
replaced with more easily manageable free energies.

Given A ą 0, let Bn
`p

?
nAq “ tx P Rn

` : }x} ď
?
nAu be the closed Euclidean

?
nA–ball of Rn

`. Let F
A
n be

the free energy defined as

FA
n “

1

n
E log

ż

Bn
`

p
?
nAq

eβH pxqqdx “
1

n
E log

ż

Bn
`

p
?
nAq

eHnpxqµbn
β pdxq,

where the indicator 1λmax
`

pΣqă1´εΣ is absent, but where the integration is performed on Bn
`p

?
nAq. The

free energy FA
n is much more easily manageable that rFn because Hnpxq is a Gaussian process, contrary to

Hnpxq1λmax
`

pΣqă1´εΣ . The following lemma, proven in Appendix B, will let us focus our upper bound analysis

on FA
n :

Lemma 9. There exists A ą 0 large enough such that lim sup
n

rFn ď lim sup
n

FA
n .

For a ą 0, define now the free energy

Fa,n “
1

n
E log

ż

r0,asn
eβH pxqqdx “

1

n
E log

ż

r0,asn
eHnpxqµbn

β pdxq.

The following lemma is proven is Appendix C.

Lemma 10. lim infn rFn ě supaą0 lim infn Fa,n.
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6. Proof of Theorem 7: upper bound for α ď 0

Our purpose here is to establish the following proposition.

Proposition 11. Assume that α ď 0. Then,

lim sup
n

rFn ď sup
aą0,Dą0

inf
ζPfopD,hě0,γPR

ˆ

Papζ, h, γq ´ γD ´
βα

2
h2

˙

.

Thanks to Lemma 9, we focus our analysis on FA
n . Our technique will be based on the so-called Guerra’s

interpolation. Let A P p0,8s and a P p0,8s. Let ζ P fopD be defined as in (10) with the parameters in (9). Let
h ě 0 and γ P R, and let pzkqkPrKs be K independent N p0, Inq random vectors. Define the random variable

XA
K,apz1, . . . ,zKq “ log

ż

B`pA
?
nqXr0,asn

exp

˜˜

x ¨

K
ÿ

k“1

a

ξ1pbkq ´ ξ1pbk´1qzk

¸

` βαh p1 ¨ xq ` γ}x}2

¸

µbn
β pdxq.

Applying Proposition 8 with d “ n and XKpz1, . . . ,zKq “ XA
K,apz1, . . . ,zKq, the result X0 of the recursion

that we denote as X0 “ XA
0,apζ, h, γq can be written as

(13) XA
0,apζ, h, γq “ E log

ÿ

iPNK

vi

ż

B`pA
?
nqXr0,asn

exp
`

px ¨ qiq ` βαh p1 ¨ xq ` γ}x}2
˘

µbn
β pdxq

where the process pqiqiPNK with qi “ rqi,ls
N
l“1 is such that the n processes pqi,lqiPNK for l P rns are n independent

copies of the process pqiq in (11), and the processes pviq and pqiq are independent.
With this, define

PA
a pζ, h, γq “

1

n
XA

0,apζ, h, γq `
1

2

ż

θdζ ´
θpDq

2
.

We shall establish the following lemmata.

Lemma 12. lim sup
n

"

FA
n ´ sup

Dą0
inf

ζPfopD,hPR`,γPR

ˆ

PA
8pζ, h, γq ´ γD ´

βα

2
h2

˙*

ď 0.

Lemma 13. For each D ą 0, it holds that

lim
aÑ8

inf
ζPfopD,hPR`,γPR

ˆ

PA
a pζ, h, γq ´ γD ´

βα

2
h2

˙

“ inf
ζPfopD,hPR`,γPR

ˆ

PA
8pζ, h, γq ´ γD ´

βα

2
h2

˙

.

With the help of this lemma, we obtain that

lim sup
n

FA
n ď sup

aą0,Dą0
inf

ζPfopD,hPR`,γPR

ˆ

PA
a pζ, h, γq ´ γD ´

βα

2
h2

˙

.

Notice that PA
a pζ, h, γq is increasing in A and converges as A Ñ 8 to P8

a pζ, h, γq “ Papζ, h, γq, since X8
K,a is

a sum as in the explanation that follows Proposition 8. We therefore get

(14) lim sup
n

FA
n ď sup

aą0,Dą0
inf

ζPfopD,hPR`,γPR

ˆ

Papζ, h, γq ´ γD ´
βα

2
h2

˙

.

Using Lemma 9, we obtain Proposition 11.

Proof of Lemma 12. Let ζ P fopD be defined as in (10) with the parameters in (9). The basic object in the
proof of this lemma is the interpolated Hamiltonian Vt : Rn

` ˆ NK Ñ R defined for t P r0, 1s as

(15) Vtpx, iq “
?
t
βκ

2
?
n
xJWx ` t

βα

2

px ¨ 1q
2

n
`

?
1 ´ t px ¨ qiq `

?
t p1 ¨ yiq ` p1 ´ tqβαh p1 ¨ xq

along with a RPC pviqiPNK „ RPCλ. Here, the Rn–valued random vectors qi “
“

qi,l
‰n

l“1
and yi “

“

yi,l
‰n

l“1
are

constructed as follows: the n random processes pqi,lqiPNK for l P rns are n independent copies of the the process
pqiqiPNK in (11), the n random processes pyi,lqiPNK are n independent copies of the the process pyiqiPNK in (12),
and pqiq, pyiq, pviq and the matrix W are independent.

The standard way of establishing Lemma 12 with the help of the function Vtpx, iq and the RPC pviq is to set

φptq “
1

n
E log

ÿ

iPNK

vi

ż

Bn
`

p
?
nAq

expVtpx, iq µbn
β pdxq,

to relate φp0q with the Parisi function and φp1q with the free energy FA, and to control Btφptq with the help of
the well-known Gaussian Integration by Parts (IP) formula detailed in, e.g., [22, Lemma 1.1] or [30, §1.3]. In
the classical contexts of the SK model or the so-called spherical model [28], it holds by construction that the
overlap R11 is equal to 1 since the replicas live on the sphere with radius

?
n. In this case, controlling Btφptq

with the help of the Gaussian IP formula is a simple matter of book keeping. This property of R11 is however
not satisfied in our model, and this creates a difficulty which can be circumvented by constaining the replicas
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to lie on thin spherical shells. This idea was implemented in [21], building on the proof developed in [29]. The
paper [23] that we follow here also exploits this idea.

For D P p0, A2q and ε ą 0 small, denote as ∆εpDq Ă Rn
` the set

∆εpDq “
␣

x P Rn
` : D ´ ε ă }x}2{n ă D ` ε

(

Associate with this set the free energy

F∆εpDq
n “

1

n
E log

ż

∆εpDq

exp pHnpxqq µbn
β pdxq.

Consider the Gibbs probability measure on the space ∆εpDq ˆ NK defined as

Γ
∆εpDq

t pdx, iq „ vi expVtpx, iq µbn
β pdxq,

and let x¨yt be the expectation w.r.t. pΓ
∆εpDq

t qb8. Define the function

φ∆εpDqptq “
1

n
E log

ÿ

iPNK

vi

ż

∆εpDq

expVtpx, iq µbn
β pdxq.

We have

φ∆εpDqp1q “ F∆εpDq
n `

1

n
E log

ÿ

iPNK

vi exppp1 ¨ yiqq “ F∆εpDq
n `

1

2

K´1
ÿ

k“0

λkpθpbk`1q ´ θpbkqq

“ F∆εpDq
n ´

1

2

ż

θdζ `
θpDq

2

by the development that follows Proposition 8. We also have

φ∆εpDqp0q “
1

n
E log

ÿ

iPNK

vi

ż

∆εpDq

exp ppx ¨ qiq ` βαh p1 ¨ xqqµbn
β pdxq

On the set ∆εpDq, it holds that

@γ P R, γpnD ´ }x}2q ď n|γ|ε,

therefore, for an arbitrary γ P R, it holds that

φ∆εpDqp0q ď
1

n
E log

ÿ

iPNK

vi

ż

∆εpDq

exp
`

px ¨ qiq ` βαh p1 ¨ xq ` n|γ|ε ´ γnD ` γ}x}2
˘

µbn
β pdxq

ď ´γD ` |γ|ε `
1

n
E log

ÿ

iPNK

vi

ż

B`pA
?
nq

exp
`

px ¨ qiq ` βαh p1 ¨ xq ` γ}x}2
˘

µbn
β pdxq

“ ´γD `
1

n
XA

0,8pζ, h, γq ` |γ|ε.

To establish Guerra’s bound, we compute the derivative Btφ
∆εpDqptq by applying the Gaussian IP formula.

We first observe that

Btφ
∆εpDqptq “

1

n
E xBtVtpx, iqyt

“
1

n
E
B

1

2
?
t

βκ

2
?
n
xJWx ´

1

2
?
1 ´ t

px ¨ qiq `
1

2
?
t

p1 ¨ yiq

F

t

`
βα

2
E

C

px ¨ 1q
2

n2
´ 2h

p1 ¨ xq

n

G

t

.

We apply the Gaussian IP formula to compute the first term at the right hand side of the last display. To that
end, we need to compute

Uppx, iq, py, jqq “ E
„ˆ

1

2
?
t

βκ

2
?
n
xJWx ´

1

2
?
1 ´ t

px ¨ qiq `
1

2
?
t

p1 ¨ yiq

˙

ˆ

ˆ

?
t
βκ

2
?
n
yJWy `

?
1 ´ t

`

y ¨ qj

˘

`
?
t
`

1 ¨ yj

˘

˙ȷ

“
n

2

`

ξ ppx ¨ yq {nq ´ ppx ¨ yq {nq ξ1pbi^jq ` θpbi^jq
˘

,

where, writing i “ pi1, . . . iKq and j “ pj1, . . . , jKq, we set i ^ j “ maxtl : pi1, . . . , ilq “ pj1, . . . , jlqu. Remem-
bering that bK “ D since our Parisi measure belongs to fopD, we then have

Btφ
∆εpDqptq “

1

2
E
@

ξpR11q ´ R11ξ
1pDq ` θpDq

D

t
´

1

2
E
@

ξpR12q ´ R12ξ
1pbi^jq ` θpbi^jq

D

t

`
βα

2
E
A

ppx ¨ 1q {n ´ hq
2
E

t
´

βα

2
h2
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For our function ξ, it holds that ξpxq´xξ1pyq`ξpyq “ 0.5β2κ2px´yq2. Therefore, remembering that |R11´D| ă ε
and that α ď 0, we obtain that

Btφ
∆εpDqptq “

β2κ2

4
E
@

pR11 ´ Dq2
D

t
´

β2κ2

4
E
@

pR12 ´ bi^jq2
D

t
`

βα

2
E
A

ppx ¨ 1q {n ´ hq
2
E

t
´

βα

2
h2(16)

ď
β2κ2

4
ε2 ´

βα

2
h2.

We therefore have that φ∆εpDqp1q ď φ∆εpDqp0q `
β2κ2

4 ε2 ´
βα
2 h2, which implies that

F∆εpDq
n ď ´γD `

1

n
XA

0,8pζ, h, γq ´
βα

2
h2 `

1

2

ż

θdζ ´
θpDq

2
`

β2κ2

4
ε2 ` |γ|ε

“ PA
8pζ, h, γq ´ γD ´

βα

2
h2 `

β2κ2

4
ε2 ` |γ|ε

for arbitrary ζ P fopD, h ě 0 and γ. By the argument of [23, Lemma 3], this implies Lemma 12.
□

We now turn to the proof of Lemma 13. Define the distance d on Ppr0, Dsq as

dpζ, νq “

ż D

0

|ζpr0, tsq ´ νpr0, tsq| dt.

The following result will be needed.

Lemma 14. Given ζ, ζ̃ P fopD, it holds that

1

n

ˇ

ˇ

ˇ
XA

0,apζ, h, γq ´ XA
0,apζ̃, h, γq

ˇ

ˇ

ˇ
ď β2κ2A2dpζ, ζ̃q.

The analogue of this lemma in the context of the SK model is a well known result that dates back to Guerra
[12], [13, Theorem 1]. One can also consult [11, Lemma 6.2 and Proposition 6.3] for the proof technique. The
adaptations of these results to our context are minor; we only outline the main steps of the proof in Appendix D.

Proof of Lemma 13. To prove this proposition, our first step is to show that XA
0,apζ, h, γq is a convex function.

To this end, we start by characterizing XA
0,a through a multi-dimensional Parisi PDE (Partial Differential

Equation). Let ζ P fopD. Defining the function gA
a : Rn ˆ R ˆ R Ñ R as

gA
a pv, h, γq “ log

ż

B`pA
?
nqXr0,asn

exp
`

px ¨ vq ` βαh p1 ¨ xq ` γ}x}2
˘

µbn
β pdxq,

our PDE reads

BtΦpt, vq `
ξ2ptq

2

`

∆Φpt, vq ` ζpr0, tsq}∇Φpt, vq}2
˘

“ 0, pt, vq P p0, Dq ˆ Rn,

ΦpD, vq “ gA
a pv, h, γq

where ∇Φpt, vq and ∆Φpt, vq are respectively the gradient of Φpt, vq and the Laplacian of Φpt, vq with respect to

v. Getting back to the recursive construction starting from XA
K,a and leading to XA

0,a, and using the so-called
Cole-Hopf transformation, we know that

XA
0,a “ Φp0, 0q.

see, e.g., [11, Chapter 6] for a more detailed treatment of this PDE.
In [7] and [15], the PDE solution is given a variational form, which can be verified without difficulty in our

case. Define as A the class of Rn–valued bounded random processes which are progressively measurable on
r0, Ds with respect to a multi-dimensional Rn–valued Brownian Motion Bt on r0, Ds. Then, it holds that

(17) XA
0,apζ, h, γq “ sup

fPA
E
„

´
1

2

ż 1

0

ξ2ptqζpr0, tsq}ft}
2dt ` gA

a pZf
D, h, γq

ȷ

,

where the Rn–valued random process pZf
t qtPr0,Ds solves the SDE

dZf
t “ ξ2ptqζpr0, tsqftdt `

a

ξ2ptqdBt.

Let us quickly check that gA
a pv, h, γq is convex on Rn ˆ R ˆ R. Write u “ pv, h, γq P Rn ˆ R ˆ R. For a given

u, let x¨y be the expectation operator for the probability measure G supported by B`pA
?
nq X r0, asn, and that

satisfies Gpdxq „ exp
`

px ¨ vq ` βαh p1 ¨ xq ` γ}x}2
˘

µbn
β pdxq, and let rpxq “ rxJ, βα p1 ¨ xq , }x}2sJ P RnˆRˆR.

Then, we see that ∇gA
a puq “ xrpxqy and ∇2gA

a puq “
@

rpxqrpxqJ
D

´ xrpxqy xrpxqy
J

ě 0, which shows that gA
a is

convex. With this at hand, the convexity of XA
0,apζ, h, γq is obtained through a straightforward adaptation of

the beginning of the proof of [15, Theorem 20], relying on the variational representation (17) of XA
0,apζ, h, γq.

From Lemma 14 in conjunction with the Dominated Convergence Theorem, we obtain that the function
pζ, h, γq ÞÑ XA

0,apζ, h, γq can be continuously extended from fopD ˆR` ˆR to Ppr0, Dsq ˆR` ˆR. Furthermore,
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by the previous result, this extension is convex on Ppr0, Dsq ˆ R` ˆ R. We still denote as XA
0,a this extension.

Similarly, we still denote as PA
a the extension of PA

a to Ppr0, Dsq ˆ R` ˆ R, and we write QA
a pζ, h, γq “

PA
a pζ, h, γq ´ βαh2{2. The function QA

a is convex on Ppr0, Dsq ˆ R` ˆ R since the term
ş

θdζ is linear and the
term ´βαh2{2 is convex for α ď 0. It is moreover continuous.

Given ζ P Ppr0, Dsq, define the sequence mζ “

´

şD

0
xkζpdxq{k!

¯

kě1
which belongs to ℓ2pNq. Define the

function S : Ppr0, Dsq ˆ R` ˆ R Ñ ℓ2pNq as

Sppζ, h, γqq “
`

h, γ,mζ
˘

where the right hand side is meant to be the ℓ2pNq sequence obtained by preceding the sequence mζ with ph, γq.
The function S is an injection from Ppr0, DsqˆR` ˆR to the set D “ SpPpr0, DsqˆR` ˆRq since each element
of Ppr0, Dsq is determined by its moments. Define the function QA

a as

QA
a : ℓ2pNq Ñ R Y t8u

f ÞÑ

"

QA
a pS´1pfqq if f P D

8 otherwise.

This function is proper. Moreover, it is convex since its domain D is convex, S´1puf1 ` p1´uqf2q “ uS´1pf1q `

p1 ´ uqS´1pf2q for each u P r0, 1s, and QA
a is convex.

The convergence in ℓ2pNq of the elements of the set DP “ tmζ : ζ P Ppr0, Dsqu is equivalent to the finite
dimensional convergence. Furthermore, since Ppr0, Dsq is a compact space and since the narrow convergence
in this space is equivalent to the convergence of the moments, the set DP is a compact. This implies that D
is a closed subset of ℓ2pNq. Given c P R, let levďc Q

A
a be the c–level set of QA

a , assumed non-empty, and let

pfkq be a sequence in levďc Q
A
a that converges to f P ℓ2pNq. Since D is closed, f P D. By the continuity of QA

a ,
f P levďc Q

A
a . Thus, Q

A
a is a lower semicontinuous function on ℓ2pNq for each a P p0,8s.

Write an element f P ℓ2pNq as f “ ph, γ, pmkqkě1q. By the continuity of QA
a , we have

´ inf
ζPfopD,hPR`,γPR

QA
a pζ, h, γq ´ γD “ sup

ζPPpr0,Dsq,hPR`,γPR
γD ´ QA

a pζ, h, γq

“ sup
ph,γ,pmkqqPℓ2pNq

γD ´ QA
a pph, γ, pmkqqq

“ pQA
a q˚pp0, D, p0, 0, . . .qqq,

where pQA
a q˚ is the Fenchel-Legendre transform of QA

a . The family of proper, convex, and lower semicontinuous
functions pQA

a qaPp0,8s is increasing with a and converges in the pointwise sense to QA
8. Therefore, this conver-

gence takes place in the so-called Mosco (or epigraphic) sense, see [6] for a detailed account on this convergence.
In this situation, it is well-known that pQA

a q˚ Ña pQA
8q˚ in the Mosco sense [20], or equivalently, since pQA

a q˚

is decreasing in a, in a pointwise sense. Consequently,

lim
aÑ8

inf
ζPfopD,hPR`,γPR

QA
a pζ, h, γq ´ γD “ ´pQA

8q˚pp0, D, p0, 0, . . .qqq

“ inf
ζPPpr0,Dsq,hPR`,γPR

QA
8pζ, h, γq ´ γD

“ inf
ζPfopD,hPR`,γPR

PA
8pζ, h, γq ´ γD ´ βαh2{2,

and Lemma 13 is proven. □

7. Proof of Theorem 7: lower bound

The purpose of this section is to establish the following proposition:

Proposition 15. It holds that

lim inf
n

rFn ě sup
Dą0,aą0

inf
ζPfopD,hě0,γPR

ˆ

Papζ, h, γq ´ γD ´
βα

2
h2

˙

.

To prove this proposition, we shall lower bound lim infn Fa,n for a ą 0 and use Lemma 10. For D P p0, a2q

and ε ą 0 small, we still define the set ∆ε
npDq Ă Rn

` as above, and we circumvent the domain of integration for

Fa,n, working with F
∆ε

npDq
a,n defined as

F
∆ε

npDq
a,n “

1

n
E logZ∆ε

npDq
a,n with Z∆ε

npDq
a,n “

ż

∆ε
npDqXr0,asn

eHnpxqµbn
β pdxq.

The proof relies on the so-called Aizenman-Sims-Starr (ASS) scheme, which goes as follows in our context.
The equations that we will write right away will just serve to set the stage; we shall need to modify them
afterwards.
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Fixing an integer m ą 0, we partition a vector v P Rn`m
` as v “ pu, xq with u P Rm

` and x P Rn
`. Since

∆ε
n`mpDq Ą

␣

v “ pu, xq P Rn
` : u P ∆ε

mpDq, x P ∆ε
npDq

(

,

we can write

lim inf
n

F
∆ε

npDq
a,n ě lim inf

n

1

m

´

E logZ∆ε
n`mpDq

a,n`m ´ E logZ∆ε
npDq

a,n

¯

ě lim inf
n

1

m

˜

E log

ż

∆ε
mpDqXr0,asm

µbm
β pduq

ż

∆ε
npDqXr0,asn

µbn
β pdxq eHn`mpu,xq

´E log

ż

∆ε
npDqXr0,asn

eHnpxqµbn
β pdxq

¸

fi lim inf
n

χm,n.(18)

Adapting a standard derivation to our case, see [22, §1.3], with the small particularity that we need now to

consider the term pβα{2q pv ¨ 1q
2

{pn ` mq in the expression of Hn`mpvq, we obtain

χm,n “ χm,n ` onp1q, with

χm,n “
1

m
E log

C

ż

∆ε
mpDqXr0,asm

exp

ˆ

pu ¨ Qpxqq ` βα pu ¨ 1mq
px ¨ 1nq

n

˙

µbm
β pduq

G1

´
1

m
E log

C

exp

˜

?
mY pxq ` m

βα

2

px ¨ 1nq
2

n2

¸G1

,(19)

with the following notations: the expectation x¨y
1
is taken with respect to pG1

nqb8, where G1
npdxq P Pp∆ε

npDq X

r0, asnq is the random probability measure defined as

G1
npdxq „ exp

`

H 1
npxq

˘

µbn
β pdxq,

with H 1
npxq being the Hamiltonian

H 1
npxq “

βκ

2
?
n ` m

xJWnx `
βα

2

px ¨ 1nq
2

n ` m
,

and Q : Rn
` Ñ Rm and Y : Rn

` Ñ R are two Gaussian centered processes, independent of Wn, and which
probability distributions are defined through the matrix and scalar covariances

EQpx1qQpx2qJ “ β2κ2R12Im “ ξ1pR12qIm, and

EY px1qY px2q “
β2κ2

2
R2

12 “ θpR12q,

with R12 “
`

x1 ¨ x2
˘

{n.
By adapting the proof of [22, Theorem 1.3], see also [23, Page 878], we obtain that for each fixed m ą 0,

χm,n is a continuous functional of the distribution of the couple
´

pRi,jqi,jě1,
``

xk ¨ 1
˘

{n
˘

kě1

¯

of the infinite

array of overlaps pRi,jqi,jě1 and the infinite vector p
`

xk ¨ 1
˘

{nqkě1 under the distribution EpG1
nqb8. Here the

continuity is with the respect to the topology of the narrow convergence of the finite dimensional distributions
of

`

pRi,jqi,jě1, p
`

xk ¨ 1
˘

{nqkě1

˘

.

Leaving aside the vector p
`

xk ¨ 1
˘

{nqkě1 for a moment, the principle of the proof for the limit inferior of the
free energy stands as follows. It is usually required that the distribution of the array of overlaps pRi,jqi,jě1

satisfies the celebrated Ghirlanda-Guerra (GG) identities in the large–n limit, so that in this limit, these overlaps
can be seen as issued from replicas sampled from a Gibbs measure on a Hilbert space described in terms of a
Ruelle probability cascade. Applying one of the important ideas in spin glass theory, the GG identities can be
obtained by properly perturbing the Hamiltonian of the measure G1

n without much affecting the free energy [31,
Chapter 12], [22, Chapter 3]. In our context, this should be complemented with another idea, dating back to
[23]: since our replicas live in a thickening ∆ε

npDq of a sphere, and not exactly on this sphere, a transformation
of these replicas is needed before applying the perturbation on the Hamiltonian in order to obtain the GG

identities for large n. It will be the array of overlaps of the transformed replicas, denoted as p rRijq below, that
will satisfy the GG identities in the large–n limit.

In our specific model, we also need to manage the vector of empirical means p
`

xk ¨ 1
˘

{nqkě1, requiring these
empirical means to concentrate in the large–n limit. To that end, we shall add a supplementary perturbation
to the Hamiltonian of G1

n. This is the main specificity of our proof as regards the lower bound on Fa,n.
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To implement these ideas, we now resume our argument from the beginning by perturbing our Hamiltonian
Hnpxq. Keeping our ε ą 0, let Dε “ D1Dě

?
ε. For x P ∆ε

npDq, define the function x ÞÑ x̃ as

(20) x̃ “

$

’

&

’

%

d

D

}x}2{n
x if D ě

?
ε

0 if not.

,

in such a way that x̃ lives on the sphere of radius
?
Dε. For a given n ą 0, let pgn,jqjě1 is a sequence of scalar

independent centered Gaussian processes on Rn
` such that Egn,jpx1qgn,jpx2q “ p

`

x1 ¨ x2
˘

{nqj , see [22, §3.2] for
the construction of such processes. Writing

ηnpxq “
px ¨ 1q

n
,

our perturbed version Hpert
n of the Hamiltonian Hn will take the form

Hpert
n pxq “ Hnpxq ` nϱ

ÿ

jě1

p2aq´jwjgn,jpx̃q ` nδsηnpxq,

where ϱ, δ ą 0, the elements of the sequence pwjqjě1 take their values in the interval r0, 3s, and s P r0, 3s. Let

G
pert,∆ε

npDq
a,n pdxq “

eH
pert
n pxq

Zpert,∆ε
npDq

a,n

µbn
β pdxq P Pp∆ε

npDq X r0, asnq, with

Zpert,∆ε
npDq

a,n “

ż

∆ε
npDqXr0,asn

eH
pert
n pxqµbn

β pdxq

be the Gibbs measure constructed from this Hamiltonian, and let x¨y be the mean with respect to pG
pert,∆ε

npDq
a,n qb8.

We also define the overlaps rRij “
`

x̃i ¨ x̃j
˘

{n, where xi and xj are two replicas under pG
pert,∆ε

npDq
a,n qb8, and

where x̃i and x̃j are the transformations of xi and xj by (20) respectively.

Lemma 16. Assume that ϱ P p1{4, 1{2q and δ P p1{2, 1q. Then, the free energy F
pert,∆ε

npDq
a,n “ n´1E logZpert,∆ε

npDq
a,n

satisfies

(21) F
∆ε

npDq
a,n ´ F

pert,∆ε
npDq

a,n ÝÝÝÑ
nÑ8

0.

Assume now that ps, w1, w2, . . .q is a sequence of i.i.d. random variables distributed uniformly on the interval
r1, 2s and independent ofWn, and denote as Es,w the expectation with respect to this sequence. For each integers

k ě 2 and p ě 1 and each bounded measurable function f “ fpp rRijq1ďi,jďkq of the overlaps p rRijq1ďi,jďk, it
holds that

Es,w

ˇ

ˇ

ˇ

ˇ

ˇ

E
A

f rRp
1,k`2

E

´
1

k
E xfyE

A

rRp
12

E

´
1

k

k
ÿ

i“2

E
A

f rRp
1,i

E

ˇ

ˇ

ˇ

ˇ

ˇ

ÝÝÝÑ
nÑ8

0.

Finally, writing η “ px ¨ 1q {n with x being distributed as G
pert,∆ε

npDq
a,n , it holds that

Es,wE x|η ´ E xηy|y ÝÝÝÑ
nÑ8

0.

Proof. Writing gpx̃q “
ř

jě1p2aq´jwjgn,jpx̃q, we have by Jensen’s inequality

E log

ş

exppH ` nϱgqdµbn
β

ş

exppHqdµbn
β

ě E
ş

nϱg exppHqdµbn
β

ş

exppHqdµbn
β

“ 0,

therefore,

F
∆ε

npDq
a,n “

1

n
E logZ∆ε

npDq
a,n ď

1

n
E log

ż

exppH ` nϱgqdµbn
β ď

1

n
E log

ż

exppH ` nϱg ` nδsηqdµbn
β “ F

pert,∆ε
npDq

a,n .

By Jensen’s inequality involving this time the expectation with respect to the law of the process g, we also have

F
pert,∆ε

npDq
a,n ď 3anδ´1 `

1

n
E log

ż

exppH ` nϱgqdµbn
β ď 3anδ´1 `

1

n
E log

ż

exppHq exppn2ϱEg2{2qdµbn
β

ď 3anδ´1 ` 1.5n2ϱ´1 ` F
∆ε

npDq
a,n ,

hence the convergence (21).
The second convergence result is obtained by a straightforward adaptation of the proof of [22, Theorem 3.2]

towards dealing with the overlaps rRij . Here, the replacement of x with x̃ in the expression of gpx̃q plays an
important role.



16 GUEDDARI AND HACHEM

To establish the last convergence, we actually follow the same canvas as for the proof of [22, Theorem 3.2].
Recall the presence of the term nδsηn in the expression of Hpert

n above, and define the function s ÞÑ φpsq “

logZpert,∆ε
npDq

a,n . It is clear that φ1psq “ nδ xηy and φ2psq “ n2δ
´

@

η2
D

´ xηy
2
¯

ě 0. With this at hand, we have

n2δ

ż 2

1

E
@

pη ´ xηyq2
D

ds “ E
ż 1

0

φ2psqds “ Eφ1p2q ´ Eφ1p1q ď Eφ1p2q ď nδa.

It therefore holds that
ż 2

1

E x|η ´ xηy |y ds ď

?
a

nδ{2
.

We now bound

E| xηy ´ E xηy | “
E|φ1psq ´ Eφ1psq|

nδ
.

Here, we shall need the qantitative version of the so-called Griffith lemma, given by [22, Lemma 3.2]. Namely,
if f,f : R Ñ R are two convex differentiable functions, then, for any ϵ ą 0, it holds that

|f 1psq ´ f 1
psq| ď f 1

ps ` ϵq ´ f 1
ps ´ ϵq `

|fps ` ϵq ´ fps ` ϵq| ` |fps ´ ϵq ´ fps ´ ϵq| ` |fpsq ´ fpsq|

ϵ
.

We shall use this result with f “ φ and f “ Eφ. Observing that EpHpxq ` nϱgpx̃qq2 ď nR11 ` 3n2ϱ, we obtain
by Gaussian concentration [22, Theorem 1.2] that

suptE|φpvq ´ Eφpvq| : s, w1, w2, . . . P r0, 3su ď C
?
n.

Therefore, since φ is anδ–Lipschitz, we have
ż 2

1

E| xηy ´ E xηy |ds “ n´δ

ż 2

1

E|φ1psq ´ Eφ1psq|ds

ď n´δ

ż 2

1

Eφ1ps ` ϵqds ´

ż 2

1

Eφ1ps ´ ϵqds ` C

?
n

ϵnδ

“
Eφp2 ` ϵq ´ Eφp2 ´ ϵq ´ pEφp1 ` ϵq ´ Eφp1 ´ ϵqq

nδ
` C

?
n

ϵnδ

ď 2aϵ ` C

?
n

ϵnδ
.

Taking ϵ “ n1{4´δ{2, we obtain our last convergence. □

We now follow the approach of [23] by pointing out the specificity of our model related with the presence
of the empirical means of the replicas. Take ϱ P p1{4, 1{2q and δ P p1{2, 1q. Then, the convergence (21) holds

true by the previous lemma. Recall the expression of H 1
npxq, let G

pert1,∆ε
npDq

a,n be the Gibbs measure constructed
from the Hamiltonian

Hpert1

n pxq “ H 1
npxq ` nϱ

ÿ

jě1

p2aq´jwjgn,jpx̃q ` nδsηnpxq,

and denote as x¨y
1
the expectation with respect to pG

pert1,∆ε
npDq

a,n qb8. Define the overlaps rRij “
`

x̃i ¨ x̃j
˘

{n,

where xi and xj are two replicas under pG
pert1,∆ε

npDq
a,n qb8, and where x̃i and x̃j are the transformations of

xi and xj by (20) respectively. For each integers k ě 2 and p ě 1 and each bounded measurable function

f “ fpp rRijq1ďi,jďkq, write

Epf, k, pq “ E
A

f rRp
1,k`2

E

´
1

k
E xfyE

A

rRp
12

E

´
1

k

k
ÿ

i“2

E
A

f rRp
1,i

E

.

Then, by a slight modification of the proof of [22, Lemma 3.3] based on Lemma 16 above, we can show that for

each n, there exists a deterministic sequence psn, wn
1 , w

n
2 , . . .q entering the construction of Hpert1

n , and such that

(22)
Epf, k, pq ÝÝÝÑ

nÑ8
0 for each k ě 2, p ě 1, and monomial f “ fpp rRijq1ďi,jďkq, and

E x|η ´ E xηy|y ÝÝÝÑ
nÑ8

0.

Furthermore, similarly to what we obtained in Equations (18) and (19) above through the ASS scheme, it holds
that

(23) lim inf
n

F
pert,∆ε

npDq
a,n ě lim inf

n
χpert

m,n,

where χpert
m,n has the same expression as χm,n in (19) with the difference that x¨y

1
is now the expectation with

respect to pG
pert1,∆ε

npDq
a,n qb8. In the remainder, the sequence psn, wn

1 , w
n
2 , . . .q is chosen for each n in such a way

that all these properties are satisfied.
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As a next step, we need to replace the processes Qpxq and Y pxq in the expression of χpert
m,n with Qpx̃q and

Y px̃q respectively. Writing

χ̃pert
m,n “

1

m
E log

C

ż

∆ε
mpDqXr0,asm

exp

ˆ

pu ¨ Qpx̃qq ` βα pu ¨ 1mq
px ¨ 1nq

n

˙

µbm
β pduq

G1

´
1

m
E log

C

exp

˜

?
mY px̃q ` m

βα

2

px ¨ 1nq
2

n2

¸G1

,

it is true that

(24)
ˇ

ˇχ̃pert
m,n ´ χpert

m,n

ˇ

ˇ ď Cε1{4,

see [23, §6], which allows us to focus the lower bound analysis on χ̃pert
m,n. This quantity is a continuous functional

of the distribution of the couple
´

p rRi,jqi,jě1,
``

xk ¨ 1
˘

{n
˘

kě1

¯

, under the distribution EpG
pert1,∆ε

npDq
a,n qb8, in the

topology of the narrow convergence of the finite dimensional distributions of
´

p rRi,jqi,jě1, p
`

xk ¨ 1
˘

{nqkě1

¯

.

Let ζ P fopD be defined as in (9) and (10), and let pviqiPNK „ RPCλ. Consider the two Gaussian processes
pqiqiPNK and pyiqiPNK independent of pviq and such that

Eqi1qi2 “ ξ1pbi1^i2q and Eyi1yi2 “ θpbi1^i2q.

Given an integer m ą 0, let pqiqiPNK be a Rm–valued Gaussian process made of m independent copies of
pqiqiPNK . Define the functions

f1
mp∆ε

mpDq, a, ζ, hq “
1

m
E log

ÿ

iPNK

vi

ż

∆ε
mpDqXr0,asm

exp ppu ¨ qiq ` βαh pu ¨ 1mqqµbm
β pduq, and

f2pζq “
1

m
E log

ÿ

iPNK

vi exp
`?

myi
˘ f2

“
1

2

K´1
ÿ

k“0

λkpθpbk`1q ´ θpbkqq,

where the identity
f2

“ is obtained by Proposition 8. We also define

Φapζ, h, γq “ E log
ÿ

iPNK

vi

ż a

0

exp
`

uqi ` βαhu ` γu2
˘

µβpduq.

We have the two following lemmas:

Lemma 17. lim inf
m

f1
mp∆ε

mpDq, a, ζ, hq ě inf
γ

pΦapζ, h, γq ´ γDq.

This lemma is proven by a straightforward adaptation of the proof of [23, Lemma 6].

Lemma 18. It holds that
ˇ

ˇ

ˇ
f1
mp∆ε

mpDq, a, ζ, hq ´ f1
mp∆ε

mpDq, a, ζ̃, h̃q

ˇ

ˇ

ˇ
ď C

´

dpζ, ζ̃q ` |h ´ h̃|

¯

.

for each measures ζ, ζ̃ P fopD and reals h, h̃ ě 0, where C ą 0 is independent of m. Moreover,
ˇ

ˇ

ˇ
f2pζq ´ f2pζ̃q

ˇ

ˇ

ˇ
ď Cdpζ, ζ̃q.

Sketch of proof. The second bound is well-known. The proof for the first bound is a slight modification of
the proof of [24, Lemma 7] that we succinctly explain. We can assume without generality loss that the two

measures ζ and ζ̃ take the forms that follow (28) in the proof of Lemma 14 below. Let pqiqiPNK be the Rm–valued
Gaussian process constructed from ζ as in the definition of f1

mp∆ε
mpDq, a, ζ, hq above, and let pq̃iqiPNK a Rm–

valued Gaussian process independent of pqiq and pviq, and constructed from ζ̃ similarly to pqiq. For t P r0, 1s,

define the process pqiptqqiPNK as qiptq “
?
tqi `

?
1 ´ tq̃i. Also let hptq “ th ` p1 ´ tqh̃, and let Gtpi, dxq P

PpNK ˆ p∆ε
mpDq X r0, asmqq be the Gibbs measure Gtpi, duq „ vi exp ppu ¨ qiptqq ` βαhptq pu ¨ 1mqqµbm

β pduq

with mean x¨yt. Define

φptq “
1

m
E log

ÿ

iPNK

vi

ż

∆ε
mpDqXr0,asm

exp ppu ¨ qiptqq ` βαhptq pu ¨ 1mqqµbm
β pduq,

in such a way that f1
mp∆ε

mpDq, ζ, hq “ φp1q and f1
mp∆ε

mpDq, ζ̃, h̃q “ φp0q. We have

φ1ptq “
1

2m
E
B

pu ¨ qiq?
t

´
pu ¨ q̃iq?
1 ´ t

F

`
βα

m
ph ´ h̃qE xpu ¨ 1mqy .

The first term is treated by the IP formula as in the proof of [24, Lemma 7], and leads to the dpζ, ζ̃q term in

the statement. The second term is bounded by aβ|α||h ´ h̃|. □
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We can now finish the proof of Proposition 15. Recalling the convergence (21) and the bounds (23) and (24),
we obtain that

lim inf
n

F
∆ε

npDq
a,n “ lim inf

n
F

pert,∆ε
npDq

a,n ě lim inf
m

lim inf
n

χ̃pert
m,n ´ Cε1{4.

We now apply the well-known theory detailed in, e.g., [22, §3.6], as regards the treatment of the lim infn at
the right hand side of this inequality. For a given m, consider a sub-sequence of pnq converging to infinity,

along which χ̃pert
m,n converges to its limit inferior in n, and the couple

´

p rRi,jqi,jě1, p
`

xk ¨ 1
˘

{nqkě1

¯

converges in

distribution under EpG
pert1,∆ε

npDq
a,n qb8. By the convergences (22), the limit distribution of the array p rRi,jqi,jě1

satisfies the GG identities, and the replicas
`

xk ¨ 1
˘

{n converge in probability towards a deterministic number

hm P r0,
?
Ds. Along this sub-sequence that we re-denote as pnq, we have

lim
n

χ̃pert
m,n “ lim

n

1

m
E log

C

ż

∆ε
mpDqXr0,asm

exp ppu ¨ Qpx̃qq ` βαhm pu ¨ 1mq qµbm
β pduq

G1

´ lim
n

1

m
E log

@

exp
`?

mY px̃q
˘D1

´ phmq2
βα

2
.

Furthermore, it is known that we can approximate the limit distribution of the overlap rR12 with a measure
ζm P fopD. By absorbing the approximation error into, e.g., the small number ε, we obtain that

lim inf
n

χ̃pert
m,n ě f1

mp∆ε
mpDq, a, ζm, hmq ´ f2pζmq ´

βα

2
phmq2 ´ ε.

Now, consider a sub-sequence of pmq converging to infinity along which hm converges to a real number h8, ζm

converges narrowly, and f1
mp∆ε

mpDq, a, ζm, hmq´f2pζmq´
βα
2 phmq2 converges to its limit inferior. By Lemma 18,

there exists ζ8 P fopD such that

lim inf
m

f1
mp∆ε

mpDq, a, ζm, hmq ´ f2pζmq ´
βα

2
phmq2 ě lim inf

m
f1
mp∆ε

mpDq, a, ζ8, h8q ´ f2pζ8q ´
βα

2
ph8q2 ´ ε

ě inf
γ

pΦapζ8, h8, γq ´ γDq ´ f2pζ8q ´
βα

2
ph8q2 ´ ε

“ inf
γPR

pPapζ8, h8, γq ´ γDq ´
βα

2
ph8q2 ´ ε,

where the second inequality is due to Lemma 17. This leads to the bound

lim inf
n

F
∆ε

npDq
a,n ě inf

ζPfopD,hě0,γPR

ˆ

Papζ, h, γq ´ γD ´
βα

2
h2

˙

´ Cε1{4.

We therefore have lim inf Fa,n ě supD lim inf F
∆ε

npDq
a,n ě supD infζPfopD,hě0,γ

`

Papζ, h, γq ´ γD ´ βαh2{2
˘

´

Cε1{4. Since ε is arbitrary, we obtain that lim inf Fa,n ě supD infζPfopD,hě0,γ

`

Papζ, h, γq ´ γD ´ βαh2{2
˘

,
and Proposition 15 follows from Lemma 10.

Theorem 7 for α ď 0 results from Propositions 11 and 15.

8. Proof of Theorem 7 for α ą 0.

We still use the notation ηnpxq “ px ¨ 1q {n. The term βαnηnpxq2{2 in the Hamiltonian Hnpxq is reminiscent
of the ferro-magnetic interaction that appears in, e.g., the Curie-Weiss model. The proof principle for dealing
with this term when α ą 0 is well known, and can be found in [10] in the SK case with ferro-magnetic interaction.

Lemma 19. Given a real number h P R, consider the Hamiltonian with external field HEF
n p¨;hq defined on Rn

`

as

HEF
n px;hq “

βκ

2
?
n
xJWx ` βαhn ηnpxq.

Given a,A ą 0, define the free energies FEF,A
n phq and FEF

a,nphq as

FEF,A
n phq “

1

n
E log

ż

Bn
`

p
?
nAq

exp
`

HEF
n px;hq

˘

µbn
β pdxq, and

FEF
a,nphq “

1

n
E log

ż

r0,asn
exp

`

HEF
n px;hq

˘

µbn
β pdxq.

Then,

lim sup
n

FEF,A
n phq ď sup

a,Dą0
inf

ζPfopD,γPR
pPapζ, h, γq ´ γDq , and(25)

lim
n

FEF
a,nphq “ sup

Dą0
inf

ζPfopD,γPR
pPapζ, h, γq ´ γDq .(26)
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Proof. We can write

FEF,A
n phq “

1

n
E log

ż

Bn
`

p
?
nAq

exp

ˆ

βκ

2
?
n
xJWx

˙

νbn
β,hpdxq,

with νβ,h being the positive measure on R` defined as

νβ,hpdx1q “ xϕβ´1
1 exp

`

´βx2
1{2 ` βp1 ` αhqx1

˘

dx1.

Therefore, we can apply to this free energy the development of Section 6 after replacing the measure µβ with
νβ,h, and considering that α “ 0 in the Hamiltonian. This leads to the bound (25) which is the analogue of (14).
We stress that in (25), we take the infimum over ζ P fopD and γ P R only because there is no term in ηnpxq2 in
the Hamiltonian HEFp¨;hq.

To establish the convergence (26), write

FEF
a,nphq “

1

n
E log

ż

r0,asn
exp

ˆ

βκ

2
?
n
xJWx

˙

νbn
β,hpdxq,

and use [23, Theorem 1]. □

We shall work with lim inf rFn then with lim sup rFn.

8.1. Lower bound. Considering the free energy Fa,n used in the statement of Lemma 10, and using that
ηpxq2 ě 2hηpxq ´ h2 for an arbitrary h P R, we have

Fa,n “
1

n
E log

ż

r0,asn
exp

ˆ

βκ

2
?
n
xJWx `

βαn

2
ηpxq2

˙

µbn
β pdxq ě FEF

a,nphq ´
βα

2
h2.

By the previous lemma,

lim inf Fa,n ě sup
h,Dą0

inf
ζPfopD,γPR

ˆ

Papζ, h, γq ´ γD ´
βα

2
h2

˙

,

and we obtain by Lemma 10 that

lim inf rFn ě sup
a,h,Dą0

inf
ζPfopD,γPR

ˆ

Papζ, h, γq ´ γD ´
βα

2
h2

˙

.

8.2. Upper bound. Write the free energy FA
n in the statement of Lemma 9 as FA

n “ EXA
n where XA

n is the
so-called free energy density. Given a measurable bounded set S Ă Rn

`, write

FS
n “

1

n
E log

ż

S
eHnpxqµbn

β pdxq and XS
n “

1

n
log

ż

S
eHnpxqµbn

β pdxq

(in such a way that FA
n “ F

Bn
`p

?
nAq

n and XA
n “ XBn

`p
?
nAq

n ). Fix a large number N ą 0 independently of n. For
an integer i ą 0, consider the ℓ1 ring Ri Ă Rn

` defined as

Ri “ tx P Rn
` : pi ´ 1q{N ă ηnpxq ď i{Nu.

By Cauchy-Schwarz, each x P Bn
`p

?
nAq satisfies ηnpxq ď A. Therefore, writing M “ rNAs, we have that

R1 X Bn
`p

?
nAq, . . . ,RM X Bn

`p
?
nAq is a partition of Bn

`p
?
nAq. Thus,

XA
n ď

logM

n
` max

iPrMs
XRiXBn

`p
?
nAq

n .

By Gaussian concentration, see, e.g., [22, Theorem 1.2], it holds that

@i P rM s,@t ą 0, P
”
ˇ

ˇ

ˇ
XRiXBn

`p
?
nAq

n ´ F
RiXBn

`p
?
nAq

n

ˇ

ˇ

ˇ
ě t

ı

ď 2 expp´nt2{p2β2κ2A2qq,

which implies that E
´

XRiXBn
`p

?
nAq

n ´ F
RiXBn

`p
?
nAq

n

¯2

ď 4β2κ2A2{n. Consequently,

FA
n “ EXA

n ď
logM

n
` E max

iPrMs
XRiXBn

`p
?
nAq ď

logM

n
`

CM
?
n

` max
iPrMs

F
RiXBn

`p
?
nAq

n .

When η P ppi ´ 1q{N, i{N s, it holds that η2 ď 2ηi{N ´ pi{Nq2 ` 1{N2. We can thus write

F
RiXBn

`p
?
nAq

n “
1

n
E log

ż

RiXBn
`

p
?
nAq

exp

ˆ

βκ

2
?
n
xJWx `

βαn

2
ηpxq2

˙

µbn
β pdxq

ď FEF,A
n pi{Nq ´

βα

2

ˆ

i

N

˙2

`
βα

2N2
,
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and we obtain by the previous lemma that

lim sup
n

FA
n ď max

iPrMs

˜

lim sup
n

FEF
n pi{Nq ´

βα

2

ˆ

i

N

˙2
¸

`
βα

2N2

ď sup
a,h,Dą0

inf
ζPfopD,γPR

ˆ

Papζ, h, γq ´ γD ´
βα

2
h2

˙

`
βα

2N2
.

Recalling that N is arbitrarily large and using Lemma 9, we obtain that

lim sup
n

rFn ď sup
a,h,Dą0

inf
ζPfopD,γPR

ˆ

Papζ, h, γq ´ γD ´
βα

2
h2

˙

,

and Theorem 7 is proven for α ą 0.

Appendix A. Proof of Proposition 1

Using the martingale representation theorem, we know from, e.g., [14, Chapter 4, Theorem 2.2 and 2.3 and
Remark. 2.1] that for each probability measure µ P PpRn

`q, there exists a weak solution to the SDE (1) such
that x0 „ µ and x0 KK B. Defining the explosion time of the process pxtq as

τ8 “ inftt ě 0 : }xt} “ 8u,

we now show that (2) (or, equivalently, λmin
` ą 0) is satisfied, then τ8 “ 8 with probability one, which means

that the solutions of (1) never explode.
To this end, it is enough to assume that x0 is an arbitrary deterministic vector in Rn

`. Writing V pxq “ p1 ¨ xq,
any solution of the SDE (1) starting with x0 satisfies

V pxtq “ V px0q `

ż t

0

ppxu ¨ 1q ` ϕn ` pxu ¨ pΣ ´ Iqxuqq du `
?
2T

ż t

0

p
?
xu ¨ dBuq .

Given a ą 0, define the stopping time

τa “ inf tt ě 0 : V pxtq ě au .

Observing that τ8 is a R̄–valued random variable given as τ8 “ limaÑ8 τa, our purpose is to show that
Prτ8 “ 8s “ 1. The techniques for establishing this convergence are well-known [18]. In our case, we write

V pxt^τaq “ V px0q `

ż t^τa

0

ppxu ¨ 1q ` ϕn ` pxu ¨ pΣ ´ Iqxuqq du `
?
2T

ż t^τa

0

p
?
xu ¨ dBuq ,

thus,

EV pxt^τaq “ V px0q ` E
ż t^τa

0

ppxu ¨ 1q ` ϕn ´ pxu ¨ pI ´ Σqxuqq du

ď V px0q ` E
ż t^τa

0

`

C ´ λmin
` }xu}2{2

˘

du

ď V px0q ` CErt ^ τas.

Assume there exists T, ε ą 0 such that Prτ8 ď T s ě ε, which implies that Prτa ď T s ě ε for all a. Setting
t “ T , we get that

EV pxT^τaq ď V px0q ` CEpT ^ τaq ď V px0q ` CT.

On the event Ea “ rτa ď T s, we have V pxτaq “ a. Therefore,

V px0q ` CT ě EV pxT^τaq ě E1Ea
V pxτaq ě εa.

Making a Ñ 8, we obtain the contradiction

V px0q ` CT ě 8.

The last step of the proof is to establish the pathwise uniqueness of the solution of (1). Indeed, pathwise
uniqueness implies the existence of a unique strong solution for (1) [14, Chapter 4, Theorem 1.1].

For notational simplicity, we rewrite Eq. (1) as dxt “ fpxtqdt ` σpxtqdBt with f being the vector function

fpxq “ rfipxqsiPrns “ xp1 ` pΣ ´ Iqxq ` ϕ and σpxq “
?
2Tx. Let x1

t “ rx1
i,tsiPrns and x2

t “ rx2
i,tsiPrns be two

solutions starting at the same point x0 and defined with the same BM Bt “ rBi,tsiPrns. Observing that the

function σ satisfies the inequality |σpxq ´σpyq| ď ρp|x´y|q with ρpxq “
?
2T

?
x satisfying

ş1

0
ρ´2pxqdx “ 8, we

can use the technique of the proof of [14, Chapter 4, Theorem 3.2] to construct a sequence of R Ñ R` functions
pφkqkě1 such that φk P C2pR;Rq, φkpxq Ò |x| as k Ñ 8, |φ1

kpxq| ď 1, and 0 ď φ2
kpxq ď 2ρ´2pxq{k.

Let ∆i,t “ x1
i,t ´ x2

i,t, consider the SDE
„

dx1
t

dx2
t

ȷ

“

„

fpx1
t q

fpx2
t q

ȷ

dt `

„

diag σpx1
t q

diag σpx2
t q

ȷ

dBt,
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and, denoting as } ¨ }1 the ℓ1 norm in Rn, define the stopping time

ηa “ inf
␣

t ě 0 : }x1
t }1 _ }x2

t }1 ě a
(

for a ą 0. Applying Itô’s formula to the SDE above, we obtain

ÿ

i

φkp∆i,t^ηaq “

ż t^ηa

0

ÿ

i

φ1
kp∆i,uq

`

fipx
1
uq ´ fipx

2
uq
˘

du `
1

2

ż t^ηa

0

ÿ

i

φ2
kp∆i,uq

`

σpx1
i,uq ´ σipx

2
uq
˘2

du

`

ż t^ηa

0

ÿ

i

φ1
kp∆i,uq

`

σpx1
i,uq ´ σipx

2
uq
˘

dBi,u.

Observing that the function b : pRn
`, } ¨ }1q Ñ pRn, } ¨ }1q is Lipschitz on the ball tx P Rn

` : }x}1 ď au with the
Lipschitz constant Ca, we obtain

ÿ

i

Eφkp∆i,t^ηaq “ E
ż t^ηa

0

ÿ

i

φ1
kp∆i,uq

`

fipx
1
uq ´ fipx

2
uq
˘

du `
1

2
E
ż t^ηa

0

ÿ

i

φ2
kp∆i,uq

`

σpx1
i,uq ´ σipx

2
i,uq

˘2
du

ď CaE
ż t^ηa

0

ÿ

i

|∆i,u| du `
n

k
E
ż t^ηa

0

du

ď CaE
ż t^ηa

0

ÿ

i

|∆i,u| du `
nt

k
.

By taking k Ñ 8, we then obtain by monotone convergence that

ÿ

i

E |∆i,t^ηa
| ď CaE

ż t^ηa

0

ÿ

i

|∆i,u| du ď Ca

ż t

0

ÿ

i

E |∆i,u^ηa
| du.

Using Grönwall’s lemma, we obtain that
ř

i E|∆i,t^ηa
| “ 0, thus,

ř

i E|∆i,t| “ 0, which shows that x1 and x2

are indistinguishable by continuity.

Appendix B. Proof of Lemma 9

Define the event
E “

“

λmax
` pΣq ă 1 ´ εΣ

‰

,

and recall that 1Ec Ñn 0 almost surely by Proposition 4. Given a number a ą 0, define the sets C`paq Ă Rn
`

and Cpaq Ă Rn as

C`paq “
␣

x “ rxis P Rn
`, @i P rns, xi ě a

(

and Cpaq “ tx “ rxis P Rn, @i P rns, |xi| ě au .

Let Bnpaq be the closed ball of Rn with radius a, and let Z „ N p0, Inq.

Let A ą 0. Whether we set Hpxq “ ĂH pxq or Hpxq “ H pxq, obtain by inspecting the expressions of the

Hamiltonians ĂH and H that
ż

B`p
?
nAq

eβHpxqdx ě

ż

B`p
?
nAqXC`p1q

e´βp}Σ}`1q}x}
2

{2dx “ 2´n

ż

Bp
?
nAqXCp1q

e´βp}Σ}`1q}x}
2

{2dx

“

ˆ

π

2βp}Σ} ` 1q

˙n{2

PZ

”

Z P B
´

a

nβp}Σ} ` 1qA
¯

X C
´

a

βp}Σ} ` 1q

¯ı

ě

ˆ

π

2βp}Σ} ` 1q

˙n{2
´

PZ

”

Z P C
´

a

βp}Σ} ` 1q

¯ı

´ PZ

”

Z P B
´

a

nβp}Σ} ` 1qA
¯cı¯

.

Using, e.g., [1, 7.1.13] to lower bound the Gaussian tail function, we obtain that there exists a constant Cβ

depending on β only such that PZ

”

Z P C
´

a

βp}Σ} ` 1q

¯ı

ě Cn
β expp´nβp}Σ}`1qq. By Gaussian concentration,

we also have that PZ

”

Z P B
´

a

nβp}Σ} ` 1qA
¯cı

ď expp´nβp}Σ} ` 1qA2{2q for A large enough, which is

negligible with respect to Cn
β expp´nβp}Σ} ` 1qq for large A. Putting things together, we obtain that

(27)

ż

B`p
?
nAq

eβHpxqdx ě Cnp}Σ} ` 1q´n{2 expp´nβp}Σ} ` 1qq

for A large enough.
Now, setting B`p

?
nAqc “ Rn

`zB`p
?
nAq, we write

rF “
1

n
E1E log

˜

ż

B`p
?
nAq

eβ
ĂH `

ż

B`p
?
nAqc

eβ
ĂH

¸

`
1

n
E1Ec log

ż

Rn
`

eβ
ĂH

fi
1

n
E1E log

`

IB`p
?
nAq ` IB`p

?
nAqc

˘

`
1

n
E1Ec log

ż

Rn
`

eβ
ĂH .
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To manage the term with the indicator 1Ec , we observe that rΣ “ 0 on the event Ec. With this, the integral in

this third term is deterministic and can be easily shown to satisfy n´1 log
ş

Rn
`

exppβ ĂH q ď C. Therefore, this

term is negligible because PrEcs Ñ 0.
We now manage the terms IB`p

?
nAq and IB`p

?
nAqc , essentially showing that the latter is negligible with

respect to the former. On the event E , it holds that xJpΣ´ Iqx ď ´εΣ}x}2 on Rn
`, thus, there exists a constant

c “ cpϕ, βq such that on this event,

IB`p
?
nAqc ď

ż

B`p
?
nAqc

e´
β
2 pεΣ}x}

2
´2cp1¨xqqdx “ e

βc2

2εΣ
n
ż

B`p
?
nAqc

e
´

β
2

›

›

›

?
εΣx´ c

?
εΣ

1
›

›

›

2

dx.

By making the variable change u “
?
εΣx ´ c?

εΣ
1 and noticing that }x} ě

?
nA ñ }u} ě

?
nεΣA ´ c

a

n{εΣ,

we obtain that

IB`p
?
nAqc ď ε

´n{2
Σ e

βc2

2εΣ
n
ż

Bp
?
np

?
εΣA´c{

?
εΣqqc

e´β}u}
2

{2du

on E for A large enough, where Bpaqc “ RnzBpaq. By Gaussian concentration, we finally get that there

IB`p
?
nAqc ď expp´nCpA2 ´ 1qq

on E for A large enough.
We now write

1

n
E1E log

`

IB`p
?
nAq ` IB`p

?
nAqc

˘

“
1

n
E1E log IB`p

?
nAq `

1

n
E1E log

´

1 ` I´1
B`p

?
nAq

IB`p
?
nAqc

¯

.

Using Inequality (27), we have

1

n
E1E log

´

1 ` I´1
B`p

?
nAq

IB`p
?
nAqc

¯

ď
1

n
E log

´

1 ` enCp}Σ}`1´A2
q
¯

,

and since logp1 ` exq ď ex1xă0 ` px ` 1q1xě0, we can write

1

n
E log

´

1 ` enCp}Σ}`1´A2
q
¯

ď
1

n
` CEp}Σ} ` 1 ´ A2q1}Σ}ěA2´1.

Using, e.g., [32, Corollary 4.4.8], we know that E}Σ}2 ď 2κ2E}W }2 ` 2α2 ă C. Thus, for A large enough, the
right hand side converges to zero by the Cauchy-Schwarz inequality and the standard results on the behavior
of }Σ} “ }κW ` α11J{n} for large n.

Getting back to the expression of rFn provided above, we then obtain that

rFn “
1

n
E1E log IB`p

?
nAq ` onp1q.

Turning to FA
n , we write

FA
n “

1

n
E1E log

ż

B`p
?
nAq

eβH `
1

n
E1Ec log

ż

B`p
?
nAq

eβH “
1

n
E1E log IB`p

?
nAq `

1

n
E1Ec log

ż

B`p
?
nAq

eβH

since Σ “ rΣ on the event E . By (27), using that logp1 ` |a|q ď |a|, we obtain that the second term satisfies

1

n
E1Ec log

ż

B`p
?
nAq

eβH ě ´CE1Ecp1 ` }Σ}q.

By the Cauchy-Schwarz inequality, the right hand side is negligible.

We therefore have that FA
n ´ rFn ě onp1q for A large enough, and Lemma 9 is proven.

Appendix C. Proof of Lemma 10

Still writing E “
“

λmax
` pΣq ă 1 ´ εΣ

‰

, we have

Fa,n “
1

n
E1E log

ż

r0,asn
eβH pxqdx `

1

n
E1Ec log

ż

r0,asn
eβH pxqdx fi χ1,n ` χ2,n.

We bound the term χ2,n by writing

χ2,n ď
1

n
E1Ec log

ż

r0,asn
exp

`

β}Σ ´ I}}x}2{2 ` β p1 ¨ xq ` pβϕ ´ 1q p1 ¨ log xq
˘

dx

“ E1Ec log

ż a

0

exp
`

β}Σ ´ I}x2{2 ` βx ` pβϕ ´ 1q log x
˘

dx

ď E1Ec log
`

a exp
`

β}Σ ´ I}a2{2 ` βa ` pβϕ ´ 1q log a
˘˘

ď E1Ec

`

βϕ log a ` βa2}Σ ´ I}{2 ` βa
˘



SPIN GLASS ANALYSIS OF A LOTKA-VOLTERRA SDE 23

which goes to zero as n Ñ 8 by using [32, Corollary 4.4.8] and Cauchy-Schwarz. We also have

rFn ě
1

n
E1E log

ż

r0,asn
eβH `

1

n
E1Ec log

ż

Rn
`

eβ
ĂH .

As in Appendix B, the second term at the right hand side is negligible. This proves Lemma 10.

Appendix D. Lemma 14: Sketch of proof

Let ζ P fopD be a measure of the form

ζ “

K
ÿ

k“0

pλk ´ λk´1q δbk ,

where

0 ă λ0 ă ¨ ¨ ¨ ă λK´1 ă 1, 0 “ b0 ă ¨ ¨ ¨ ă bK´1 ă bK “ D.

Consider the random Gibbs probability measure G on pB`pA
?
nq X r0, asnq ˆ NK , whose density with respect

to the product of the Lebesgue measure on Rn and the counting measure on NK is proportional to

vi exp
`

px ¨ qiq ` βαh p1 ¨ xq ` γ}x}2
˘

µbn
β pdxq,

where pviqiPNK „ RPCλ and qi “ pqi1, . . . , qinqJ satisfies

qiℓ
d
“

K
ÿ

k“1

z
pℓq

i1,...,ik

a

ξ1pbkq ´ ξ1pbk´1q, z
pℓq

i1,...,ik
„ N p0, 1q independent.

Let Z denote the associated partition function and recall that XA
0,a “ E logZ. For any measurable function

fpx, iq, we write

xfpx, iqy “ E

«

1

Z
ÿ

iPNK

vi

ż

B`pA
?
nqXr0,asn

fpx, iq epx¨qiq`βαhp1¨xq`γ}x}
2

µbn
β pdxq

ff

.

Step 1. Derivative with respect to bk. Following [11, Lemma 6.2], for any k P rK ´ 1s we compute

BbkX
A
0,a “ E xBbk px ¨ qiqy .

Since only the k-th and pk ` 1q-th terms depend on bk, we obtain

BbkX
A
0,a “

ξ2pbkq

2
a

ξ1pbkq ´ ξ1pbk´1q
E xpx ¨ zi1,...,ikqy ´

ξ2pbkq

2
a

ξ1pbk`1q ´ ξ1pbkq
E
@`

x ¨ zi1,...,ik`1

˘D

,

where zi1,...,ik :“ pz
pℓq

i1,...,ik
qℓPrns.

Now in order to perform Gaussian integration by parts we first define the Gaussian processes

X px, iq :“ px ¨ zi1,...,ikq , Ypx, iq :“ px ¨ qiq ` βαh p1 ¨ xq ` γ}x}2.

For two replicas px1, i1q and px2, i2q, the covariance between X and Y reads

Cppx1, i1q, px2, i2qq :“ E
“

X px1, i1qYpx2, i2q
‰

“ E
”´

x1 ¨ zi11,...,i
1
k

¯

`

x2 ¨ qi2
˘

ı

“
a

ξ1pbkq ´ ξ1pbk´1q

n
ÿ

ℓ“1

x1
ℓx

2
ℓE

”

z
pℓq

i11,...,i
1
k
z

pℓq

i21,...,i
2
k

ı

.

The last expectation equals 1 if i1 ^ i2 ě k, and 0 otherwise, hence

Cppx1, i1q, px2, i2qq “
a

ξ1pbkq ´ ξ1pbk´1q
`

x1 ¨ x2
˘

1ti1^i2ěku.

By Gaussian integration by parts (see [22, Lemma 1.1]),

E xpx ¨ zi1,...,ikqy “
a

ξ1pbkq ´ ξ1pbk´1qE
@

}x1}2 ´
`

x1 ¨ x2
˘

1ti1^i2ěku

D

.

Similarly,

E
@`

x ¨ zi1,...,ik`1

˘D

“
a

ξ1pbk`1q ´ ξ1pbkqE
@

}x1}2 ´
`

x1 ¨ x2
˘

1ti1^i2ěk`1u

D

.

Substituting these into the expression for BbkX
A
0,a gives

BbkX
A
0,a “

ξ2pbkq

2
E
@`

x1 ¨ x2
˘ `

1ti1^i2ěk`1u ´ 1ti1^i2ěku

˘D

“
ξ2pbkq

2
E
@`

x1 ¨ x2
˘

1ti1^i2“ku

D

.
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Step 2. As a next step and without loss of generality, we may assume that ζ and ζ̃ admit the same coefficients
pλkq, i.e. it can be shown that without modifying neither XA

0,apζ, h, γq nor XA
0,apζ̃, h, γq, nor dpζ, ζ̃q, one can

assume that ζ and ζ̃ take the following forms: there exists an integer K ą 0 and real numbers

0 ă λ0 ă ¨ ¨ ¨ ă λK´1 ă 1,

0 “ b0 ď ¨ ¨ ¨ ď bK´1 ď bK “ D, and

0 “ b̃0 ď ¨ ¨ ¨ ď b̃K´1 ď b̃K “ D,

(28)

such that ζpr0, tsq “ λk if t P rbk, bk`1q and such that ζ̃pr0, tsq “ λk if t P rb̃k, b̃k`1q. See [11, Proposition 6.3]

for a justification. For s P r0, 1s, define bkpsq “ sbk ` p1 ´ sqb̃k and set

ζs :“
K
ÿ

k“0

pλk ´ λk´1q δbkpsq,

so that ζ1 “ ζ and ζ0 “ ζ̃. Then

XA
0,apζ, h, γq ´ XA

0,apζ̃, h, γq “

ż 1

0

BsX
A
0,apζs, h, γq ds “

K´1
ÿ

k“1

pbk ´ b̃kq

ż 1

0

BbkpsqX
A
0,apζs, h, γq ds.

Using |
`

x1 ¨ x2
˘

| ď nA2 and E
@

1ti1^i2“ku

D

“ λk ´ λk´1 from the general properties of RPC, we deduce

ˇ

ˇBbkX
A
0,a

ˇ

ˇ ď nA2 |ξ2pbkq|

2
, and hence

ˇ

ˇ

ˇ
XA

0,apζ, h, γq ´ XA
0,apζ̃, h, γq

ˇ

ˇ

ˇ
ď nA2 max

tPr0,Ds

|ξ2ptq|

2

K´1
ÿ

k“1

pλk ´ λk´1q|bk ´ b̃k|.

Finally, observing that
K
ÿ

k“1

pλk ´ λk´1q|bk ´ b̃k| “

ż D

0

|ζptq ´ ζ̃ptq| dt,

we obtain the desired result.
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