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Abstract—In this work, we consider a partially cooperative S Ji

relay broadcast channel (PC-RBC) controlled by random pa-

rameters. We provide rate regions for two different situations: &

1) when side information (SI) S™ on the random parameters Rx1

is non-causally known at both the source and the relay and, S

2) when side information S™ is non-causally known at the !

source only. These achievable regions are derived for the gendra Wi W.) — Py, y2lT1, w2, 5) Y2l Rx2 F» (Wo, Wa)

discrete memoryless case first and then extended to the case
when the channel is degraded Gaussian and the Sl is additive rjg 1. partially-cooperative relay broadcast channel-FBT) with state
i.i.d. Gaussian. In this case, the source uses generalized dirtyinformation S™ non-causally known either at both the source and the relay
paper coding (GDPC), i.e., DPC combined with partial state (A) or at the source only (B).
cancellation, when only the source is informed, and DPC alone
when both the source and the relay are informed. It appears that  |ong as full knowledge of this state is available at the transmitter)
even though it can not completely eliminate the effect of the SI oo heen initially established for single-user Gaussian channel in
(in contrast to the case of source and relay being informed), [4], and then extended to some other multi-user Gaussian channels
GDPC is particularly useful when only the source is informed. in [5]

For the PC-RBC with informed source only (Section IlI), we
derive achievable rate regions for the discrete memoryless and the

A three-node relay broadcast channel (RBC) is a communicatiDRAWGN memoryless cases, based on the relay operating in DF.
network where a source node transmits both common informati®he D-AWGN case uses generalized dirty paper coding (GDPC),
and private information sets to two destination nodes, destinatinich allows arbitrary (negative) correlation between codewords
1 and destinatior2, that cooperate by exchanging informationand the Sl, at the source. In this case, we show that, even though
This may model "downlink” communication systems that exploithe relay is uninformed, it benefits from the availability of the Sl
relaying and user cooperation to improve reliability and througlat the source, which then helps the relay by allocating a fraction
put. In this work, we consider the RBC in which only one of thef its power to cancel the state, and uses the remaining of its
two destinations (e.g., destinatiah assists the other destination.power to transmit pure information using DPC. However, even
This channel is referred to asutially cooperative RBEPC-RBC) though this region is larger than that obtained by DPC alone (i.e.,
[1], [2]. Moreover, we assume that the channel is controlled hwithout partial state cancellation), the effect of the state can not be
random parameters and that side informatihon these random completely canceled as in the case when both the source and the
parameters is non-causally known either at both the source asthy are informed.
destinationl (i.e., the relay) (we refer to this situation &C- The results in this paper readily apply to the standard relay
RBC with informed source and relagr at the source only (we channel (RC), as a special case of a PC-RBC when no private
refer to this situation aBC-RBC with informed source oflyThe information is sent to destinatian More generally, they shed light
random state may represent random fading, interference imposedcooperation between informed and uninformed nodes and can
by other users, etc. (see [3] for a comprehensive overview on stateprinciple be extended to channels with many cooperating nodes,
dependent channels). The PC-RBC under investigation is showith only a subset of them being informed. Section IV gives an
in Fig. 1. It includes the standard relay channel (RC) as a spedialstrative numerical example. Section VI draw some concluding
case, when no private information is sent to destinatiowhich  remarks. Proofs are relegated to Section VI.
then simply acts as relay for destinati2n
For the discrete memoryless PC-RBC with informed source and || paRTIALLY -COOPERATIVERBC WITH INFORMED
relay (Section Il), we derive an achievable rate region based on the SOURCE AND RELAY
relay operating in the decode-forward (DF) scheme. We also show
that this region is tight and provides the full capacity region when Consider the channel model for the discrete memory-
the channel outputs are corrupted by degraded Gaussian ntéss PC-RBC with informed source and relay denoted by
terms and the Sb” is additive i.i.d. Gaussian (referred to Bs {271 x 2%, p(y1, y2|x1,x2, ), 1 x %, } and depicted in Fig.1.
AWGN partially cooperative RBCSimilarly to [4], [5], it appears It consists of a source with inpuky, a relay with inputXs,
that, in this case, the Sl does not affect the capacity region, ewverstate-dependent probability distributipfy:, y2|x1,z2,s) and
though destinatio has no knowledge of the state. The result otwo channel outputd; and Y, at destinationd (the relay) and
the property that a known additive state does not affect capacity tagespectively. The source sends a common mesBagéhat is

I. INTRODUCTION



decoded by both destinations and private mességesand W5 Proof: Similarly to Costa’s approach [4], we need only prove
that are decoded by destinationand2, respectively. the achievability of the region, which follows by evaluating the

In this section, we consider the scenario in which the PC-RBCrisgion (1) with the input distribution given by (4). Note thagion
embedded in some environment with$81 available non-causally (1) has been established for the discrete memoryless case but it
at both the source and the relay. We assume $hatare i.i.d. can be extended to memoryless channels with discrete time and
random variables- p(s), i = 1,...,n, and that the channel is continuous alphabets using standard techniques [6]. The choice of

memoryless. p(u1,ug,x1,x2|s) IS given by
A. Inner bognd on capa_cny reg_lon _ _ Uy ~ N(on S, P, Us ~ N (aS, P) (4a)
The following Lemma gives an inner bound on capacity region _
for the PC-RBC with informed source and relay, based on the relay Xo=(1-N(U; —x8), A=Y pap 7 (4b)
operating in the decode-and-forward (DF) scheme. P
Lemma 1: For a discrete memoryless partially cooperative relay X1 ~N(0,7Py), (4c)
broadcast channel(yi,yz|z1,z2,s) with state informations™ X1 =AUy — a18) + (Uz — a2S) + X7, (4d)

non-causally available at the source and destinati¢mhich also

acts as arelay for destinatiahbut not at destination, a rate tuple  \yherep(1) — (VBaP, + V%)%, P® = gaP, and
(Ro, R1, R2) is achievable if

(k)
R < I(X1;Y1‘SU1X2), = L =1,2.

ap = , k=
P L p(2) P, + N
Ro+ By < min {I(Us; YaISUL), 1(UsUn: ¥a) — I(01U; )} FrT e
(1) Furthermore, we leK| be independent dfi, U and the state.

for some joint distribution of the form o ) . =
A (more intuitive) alternative approach is as follows. The source
p(s)p(u1, uz, x1, 22|8)p(y1]z1, 22, 8)P(Y2|Y1, T2), uses superposition coding to send the information intended for

wherel; andU, are auxiliary random variables with finite cardi-destinationt, on top of that intended for destinatiar(and carried
nality bounds. through the relay). We decompose the source inputinto two
The proof is similar to that, given in Section V, for Lemma 2 (Segarts,X{ with powera P; (stands for the information intended for

below). However, it is more lengthy. We omitted it here for brevitydestinationt), andU with powera Py (stands for the information
intended for destinatio®), i.e.,X; = X|+U. For the transmission

B. D-AWGN Partially Cooperative RBC of U, both the source and destinationknow the stateS™ and
We now assume that the state is additive i.i.d. Gaussian. Fagoperate over a relay channel (considefifigas noise) to achieve

thermore, we assume that the channel outputs are corruptedthsgrate (3b) [5]. Next, to decode its own message, destinafiost

degraded Gaussian noise terms. We refer to this channel asphalsS andU to make the channéh equivalenttar{ = X{ + 7.

D-AWGN PC-RBC with informed source and relay, meaning thakhis gives us the rate (3a) for message.

there exist random variablg; ~ N(0, N1) andZ5 ~ N(0, Ny —

Nl) with N1 < Ns, independent of each other and independent of 1. PARTIALLY -COOPERATIVERBC WITH INFORMED

the stateS™, such that SOURCE ONLY

Yi=X Z . .
1 1+ S5+ 1/’ In this section, we assume that only the source non-causally
Y2 = Y1 + X2 + Za. (2)  knows the SIS™.

The channel input sequencé¢s, .} and {z2,} are subject to A Discrete memoryless PC-RBC

power constraints and P, respectively, i.e.y ", 23, < nP; ) ) _ _ _

andY"" | 23, < nP»; and the staté™ is distributed according to  The following Lemma gives an inner bound on capacity region

N(0,QI). for the PC-RBC with informed source only. The result is based on
The D-AWGN PC-RBC with no state has been introduced arifie relay operating in the DF scheme.

studied in [1]. It has been shown that its capacity region is given by Lemma 2: For a discrete memoryless partially cooperative relay

the region with the rate tuplésy, R1, R2) satisfying [1] broadcast channel(yi,y2|z1,z2,s) with state informationS™
VP, non-causally available at the source only, a rate t4glg R1, R2)
R < C’(N—l) (3a) is achievable if

By Py
vP1 + Ny

C(ﬁpl Py +2\/M>} (3b) Ro+ R < min {1(U2: ¥1|Xz) ~ I(U2: 51Xa),

Ro+ Ro <m5mx min{C’( ), R < [(U1;Y1|U2X2)—[(U1;S‘U2X2)

"L+ N 1(Us X2 Y2) = 1(U3; SIX2) |, (5)
for somey € [0,1], wherey =1 — v, 3 = 1 — gandC(z) :=
0.5logs (1 + ). for some joint distribution of the form
We now turn to the case when there is an additive i.i.dS3I
which is non-causally known to both the source and destination p(s)p(u1, uz, x1, x2|8)p(y1]w1, T2, 8)P(Y2|y1, 22),

(the relay) but not to destinatiah We obtain the following result,
similar in nature (and in proof) to that provided for a physicallyhere U; and Uz are auxiliary random variables with finite
degraded Gaussian RC in [5, Theorem 3]. cardinality bounds.

Theorem 1: The capacity region of the D-AWGN Partially Co-
operative Relay Broadcast Channel with state information nomhe proof is based on a combination of sliding-window [7], [8],
causally available at the source, destinatio(the relay) but not superposition-coding [9] and Gelfand and Pinsker’s binning [10].
destinatior? is given by the standard capacity (3). See Section VI for an outline of it.



B. D-AWGN Partially Cooperative RBC where the Gaussian staté = (1 — ,/”%Pl )S is known to the

Assume now that the PC-RBC with informed source only igource and has poweY (p,v) = (v@ — v/pyP1)?. Then, given
degraded Gaussian,i.e., the channel outputs can be written as that the result of Lemma 2 which has been established for the
discrete memoryless case can be extended to memoryless chan-
Yi=X1+S5+ 7, nels with discrete time and continuous alphabets using standard
Yo = Y1 + Xo + Zb, (6) techniques [6], the proof of achievability follows by evaluating the
region (5) (in whichyy, Y> and S are replaced by7, Y5 ands’,
whereZ; ~ N(0, N1) andZ; ~ N'(0, Na — N1), with N1 < Na,  respectively) with the following choice of input distribution:
are independent of each other and independent of the $tate

N(0,QI); and the input sequencés; ,,} and{zs,, } are subject U1 ~ N (a1 (1 — az)S',yPy), (10a)
to average power constrain® and P, respectively. Us ~ N(aS', p7Py), (10b)
We obtain an inner bound on capacity region by having they, ., nr(0, ), (10c)

source using a generalized dirty paper coding (GDPC), which N
allows arbitrary (negative) correlation between the codeword an&’; = Uy + Uz — (a1 + a2 — ajaz + %)S’, (10d)

the Sl and can be viewed as a partial state cancellation [11]. V@~ Voih
Definition 1: Let wherea; = vPy/(vP1 + N1) and0 < ay < 1. Furthermore,
) we letE[U, Xa] = Bv/pyP1 P and chooseX], X2 andS’ to be
p) == (/Q—p7P1)?, independent. Through straight algebra which is omitted for brevity,
Ay, p, 8,0) = (1 — 52)WP1 ((1 _ 52)@131 it carf1 be shown that (10) achieve the rates in (7) to complite the
proof.

+Q' (v, p) + P + Nl), The intuition for (10) is as follows. Consider the channel (9). The
source allocates a fractionP; of its power to send messagg;

B(,p..0) = (1= 0)*(1 = 6)p7P1Q (3. p) (input X7) to destinationl and the remaining powet,P;, to send
+ (N1 +vP1) ((1 — 8PPy + o*Q'(, p)), messagél; (inputl) to destinatior, through the relay. However,
since the relay does not know the state, the source allocates a

C(v,p,8,0) = (1 - B°)p7P1 (ﬁﬁpl + P2 fractionp (0 < p < min{1, _P }) of the poweryP; to cancel the

state so that the relay can benefit from this cancellation. Then, it
uses the remaining powery P , for pure information transmission

+Q'(3,0) + 28V PPy + 4L+ N2 ),

D(v,p, 8, 0) == (1= )*(1 = B*)p7P1Q' (v, p) (inputU). - o
o 9 For the transmission of messayé to destinatior2, we treat
+ (N2 +7P) ((1 —B9)p7PL+a"Q (%p))’ the interferenceX| combined with the channel nois®y + 75 as
1 Ay, p, B, &) an unknown Gaussian noise. Hence, the source uses a DPC
7"1(%,0:@ Oé) . 710g2 (7“ /
X ('Y P B7 o Us ~ N(aaS', pyPy), (11a)
r2(v, p, B, @) = 5 log (%) Up = Us — a8’ (11b)

Furthermore, the relay can decdde = U,, + a2S” and peal it of

forgiven0 <y < 1,0 < p < min{1, 5% 1,0< B <1,0<a <1 t5make the channel to the relay equivalent to

andwherey =1—~yandp=1— p.

The following theorem gives an inner bound on capacity region Vi =Y1—Us=X1+(1—a2)S + Z1. (12)
for D-AWGN partially cooperative RBC with informed sourcery g for the transmission of messaga to destinationt, the
only. source uses another DPC

Theorem 2:LetR™"(v) be the set of all rate tuplé®, R, Ro) )
satisfying Ur ~ N(ai(l = a)S,vP1), (13a)
X1 =U1 —a1(1 —az)s’ (13b)
P 1 1 1 2)9,
Ry < - log2(1 + Ly (72) .
Ny where(1 — a2)S’ is the known state andl; = Py /(yP; + Ny).

Ro+ Ry < max min {n (v, p, B, a2), 72 (7, p, B, OQ)}7 (7b) This gives us the raté log, (1 + % 20y for rate R;.

az,6,p Remark 1 :Here, we have used in essence two superimposed
for someo < ~ < 1, where maximization is oved < p < DPCs, with one of them being generalized. The first approach
mm{l _ } 0 <ay <lando < B < 1. Then,R™(v) is which suggests itself and which consists in using two standard
contained in capacity region of the D-AWGN PC-RBC (6), whergot generalized) DPCs corresponds to the special cage-ob.
state informations™ is non-causally available at the source only. Also, note that, for the GDPC, there is no loss in restricting the

Proof: The source uses a combination of superposition codifgrelation (between the source inflitand the state) to have

and generalized DPC. More specifically, we decompose the soute@ form in (8b), in this case.

input X, as Remark 2 A straightforward outer bound for the capacity region
of the D-AWGN partially-cooperative RBC with only the source
X, =X{+U, (8a) being informed is given by (3), for this is the capacity region of the
o7 P D-AWGN PC-RBC without state or with state known everywhere.
U=- a) S+ Uu, (8Db) Remark 3 The results of Lemmas 1 and 2 and Theorems 1 and 2

' specialize to the relay channel (RC), by letting destinatidecode
where X7 (of power~Py), Uy (of power5yP;) and S are inde- no private message (i.62;=0). For the case of a RC with informed

pendent, andt[Uy, Xo] = B+v/pyP1P2. With this choice of input source and relay, this gives us the achievability of the rate
signals, channel8; andY; in (6) become
R=  max min {I(Ul;Y1|SU2),I(U1U2;Y2)
Yl/ :Xi +Uw +S/+Zl (9a) p(ul,uz,:vl,a:2|s)

Yy =Uw+ Xo+ 8 + X1 + Z1 + Z5, (9b) —I(U1U2;S)}- (14)



Note that, even thought this rate is in general smaller than the o1
given in [5, Lemma 3] (in which (U1;Y1|SX5) is used instead of a '
I(Uy;Y1|SU2) in (14??, the two rates coincide in the Gaussian (nof L C
necessarily physically degraded) case. To see that, note that in 1
Gaussian caseXs is a linear combination of/> and S [4], and
hencel (U3S;Y1) = I(X2S;Y71). Then, writing

I(UlUQSXQ;Yl) = [(XQS; Yl) + I(U1;Y1‘SX2) + [(UQ;YlISXQUl),
=I1(U2S; Y1) + I(U1; Y1|SU2) + I(X2; Y1|SU1U2),

and noticing that' (X2; Y1[SU1U2) = 0 (sincepx,|y,s = 0,1)
and I(U2;Y1|SX2U7) = 0 (since (U1,02) 6 (X1,X2,5) ©
(Y1,Y2) forms a Markov chain under the specified distribution in
(14)), we getl (U; Y1[5X2) = I(Uy; Y1|SU2).

————— State at source and destination 1
"""" State at neither source nor destination 1

= = =DPC alone at the source

Genertalized DPC atthe source

IV. NUMERICAL EXAMPLE

This section illustrates the achievable rate regions for D-AWGH 10°
PC-RBC and physically degraded Gaussian RC, with the help of ¢ 1
example. We illustrate the effect of applying GDPC in improving
the throughput when only the source is informed.

Fig.2 depicts the inner bound using generalized DPC in Theore

(a) D-AWGN Partially Cooperative RBC

14 T T T T T T

2. Also shown for comparison are: an inner bound using DP¢ Generalized DPC at the source

alone (i.e., GDPC witlp = 0) and an outer bound, obtained by 1,l| = = = = DPCalone at the source |
assuming both the source and the relay being informed. Rate cun. || =~ = State at both source and relay .
are depicted for both D-AWGN PC-RBC and physically degrader [l State at nefther source nor relay o7

Gaussian RC. We see that even though the state is known only
the source, both the source and the relay benefit.

For the physically degraded Gaussian RC, the improvement
mainly visible at high SNR= P, /N; [dB]. This is because, the
relay being operating in DF, cooperation between the source ai
the relay ismore efficientat high SNR. In such range of SNR,
capacity of the degraded Gaussian RC is driven by the amount
information that the source and the relay can, together, transfer
the destination (given by the terfi{X; Xo; Y2) in the capacity of

Rate R

the degraded RC). At small SNR however, capacity of the degradt ol ‘ ] : ] : ] ‘ ‘
N . . -10 -8 -6 -4 -2 0 2 4 6 8 10
Gaussian RC is constrained by the broadcast bottleneck (tet P,/N, [dB]
I(X1;Y2|X2)). Hence, in such range of SNR, there is no need for _ _
the source to assist the relay by (partially) cancelling the state for it (b) Physically Degraded Gaussian Relay Channel

(since this would be accomplished at the cost of the power that G40 2. Achievable rate regions for D-AWGN PC-RBC and phykjca
be allocated to transmit information from the source to the relayjegraded Gaussian RC. @ =P =1=0Q, Ni = 10N2 = 1. (b)

An alternative interpretation is as follows. At high SNR, the source, = P, =1, Q =2, N> = 1.
and the relay form two fictitious users (with only one of them ) ] )
being informed) sending information to same destination, overita [12]). In this paper, we have considered the basic three-node
MAC. The sum rate over this MAC is more enlarged (by the use getwork in which two nodes transmit information over a part_|aIIy
GDPC) at high SNR. This interpretation conforms with the resuf®operative relay broadcast channel (PC-RBC). We investigated
in [11] for a MAC with only one informed encoder. However, notdwo different situations: when both the source and the relay non-
this interpretation deviates from [11], in that the fictitious MAccausally know the channel state and, when only the source knows
considered here has correlated inputs). the state. One important finding in the latter case is that, in the
For the D-AWGN PC-RBC, we see that both destinaticand degraded Gaussian case, the source can still help the relay (which
destinatiore benefits from using GDPC at the source. This can t/ffers from the interfering channel state), by using generalized
easily understood as follows. Since applying GDPC at the sour@ty paper coding (GDPC),i.e., DPC combined with partial state
improves rateRs for destination2 (w.r.t. using DPC alone), the cancellation.
source negds lesser power, fc_)r the same amount of information to VI. OUTLINE OF PROOF FORLEMMA 2
be transmitted to destinatian(i.e., for the samez,). Hence, the

power put aside can be used to increase ratésee the zoom on In the following, we denote the set of strongly jointtypical
the top left of Fig. 2(a)). sequences (see [13, Chapter 14.2]) with distributign, y) as

T [x,y]. We definel'[x, y|z"] as
V. CONCLUDING REMARKS

n n n n n n

In many practical communication systems that exploit node Tyl ={y" = (@ y") € Te'be v} (16)
cooperation to increase throughput or improve reliability, differeMote that it suffices to prove the result for the case without common
(possibly not co-located) cooperating nodes rarely have accessnessage (i.eRy = 0). This is because one can view part of the
the same state information (SI) about the channel (interferencate R» to be common rat&?,, since destination also decodes
fading, etc.). In this case, a more general approach to addressssagéls.
node cooperation in such channels is to consider different SI atWe assume that the source uses a combination of superposition
the different nodes. Also, as these nodes rarely have the abilitycmding [13, Chapter 14.6] and Gelfand and Pinsker’s binning [10].
measure directly, or estimate, the channel state, a more invol\wed adopt the regular encoding/sliding window decoding strategy
approach would be to account for the cost of conveying SI (e.g8] for the decode-and-forward scheme. Decoding is based on a
by a third party) to the different nodes (as already done for MA@pmbination of joint typicality and sliding-window.



We consider a transmission ovBrblocks, each with length.
A each of the firstB — 1 blocks, a pair of messagés; ;, ws ;) €
W1 x W5 is sent, where denotes the index of the block, =
1,...,B — 1. For fixedn, the rate pair(R, Z5t, Ry B51) ap-

B

proacheq R, R2) asB — +oo. We use random codes for the

proof.
Fix a joint probability distribution o1, Us, X1, X3, S, Y1, Y2
of the form

p(S)p(Ul, U2, 1, 172‘5)17(?/1 ‘[El, z2, S)p(y2|yl7 132),

whereU; andU, are two auxiliary random variables with bounded
alphabet cardinality which stand for the information being carried

by the source inpuk; and intended for destinatiohand destina-
tion 2, respectively.

Fix e > 0. Let
g & gnUUnSIUaXa)+20).
J, & onU(Ux51Xa)+26)
M, 2 on(Fi—de
My, £ gn(fi2a=6e)

Random codebook generatiofiVe generate two statistically
independent codebooks (codebooksd2) by following the steps

outlined below twice. These codebooks will be used for blocks with

odd and even indices, respectively (seegheodingstep).

1. GenerateMs i.i.d. codewordsxs(w”), of lengthn each,
indexed byw” € {1,2,..., M2}, and each with distribution
ip(z2i)-

For eachxs(w’), generate a collectiob(xz(w’)) of us-
vectors

b(x2(w”)) = {uzj,ur(xa(w"), o € {12, Jo}.
w' € {12, Ma}}

independently of each other,
IL;p(ugi|wo; (w")).

For eachxz(w), for eachusj, . (x2(w”)), generate a
collectiona of u;-vectors

a(x2(w")ug, ur (x2(w")) ) = {1, 1 (U2,  (x2(w”)),
jl S {1:27"' 7J1}7w € {1727"' 7M1}}

independently of each other,

I p(us|ug; (2, w'), 22;(w”)). Reveal the collections and

b and the sequencesxs} to the source and destinatiohs
and2.

Encoding: We encode messages using codebobkand 2,

each with distribution

each with distribution

If such j; does not exist, seji(s,wz;—1, w24, w1;) = Ji.
Sometimes, we will usg] as shorthand for the chosgn Finally,
generate a vector of input lettessy € 27" according to the
memoryless distribution defined by the-product of

ip(@1i|uti(uz(x2)), ugi(x2), 5:) (29)

Decoding: The decoding procedures at the end of blocke
as follows.

1. destinationl, having knownws ;_;, declares thatv, ; is
sent if there is a unique, ; such that
(02, (x2(w2,5-1)), ¥1(0) ) € T/ [uz, X2, y1(0)[25].

It can be shown that the decoding error in this step is small
for sufficiently largen if

Ry < I(Uz; Y1|X2) — I(Us; S| X2). (20)
destinationt, having knownw, ; _; andws ;, declares that
the message, ; is sent if there is a uniqué, ; such that
(uljlawl,i(u2j2»w2‘i(X2(w2,i*1)))7y1 ('L))
€ T [uy,ug, x2,y1 (i) |z, us).

It can be shown that the decoding error in this step is small
for sufficiently largen if

Ry < I(Uy;Y1|U2X2) — I(Uy; S|U2X2).  (21)

Destination2 knowsws ; _o and decodes, ;_; based on
the information received in block-1 and blocki. It declares
that the message-, ;1 is sent if there is a uniqués ;
such that

(xeltinic2).32(0) € 0o,y

3.

(quZ,m,i,l (xz(wz.i—2)), yali — 1)) € T7us, x2, yalok).

It can be shown that the decoding error in this step is small
for sufficiently largen if

Ry < I(U2X2;Ys) — I(Ua; S| X32). (23)
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