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Broadcast- and MAC-Aware Coding Strategies for
Multiple User Information Embedding
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Abstract—Multiple user information embedding is concerned
with embedding several messages into the same host signal.
This paper presents several implementable dirty-paper-coding
(DPC)-based schemes for multiple user information embedding,
through emphasizing their tight relationship with conventional
multiple user information theory. We first show that depending
on the targeted application and on whether the different messages
are asked to have different robustness and transparency require-
ments or not, multiple user information embedding parallels
one of the well-known multiuser channels with state information
available at the transmitter. The focus is on the Gaussian broad-
cast channel (GBC) and the Gaussian multiple access channel
(GMAC). For each of these channels, two practically feasible
transmission schemes are compared. The first approach consists
in a straightforward—rather intuitive—superimposition of DPC
schemes. The second consists in a joint design of these DPC
schemes. This joint approach heavily relies on a recent work by
Kim et al. in which the authors extend the single-user Costa’s
DPC to the multiple user case. The results in this paper extend
the practical implementations quantization index modulation
(QIM), distortion-compensated QIM (DC-QIM), and scalar Costa
scheme (SCS) that have been originally conceived for one user to
the multiple user case. After presenting the key features of the
joint design within the context of structured scalar codebooks,
we broaden our view to discuss the framework of more general
lattice-based (vector) codebooks and show that the gap to full
performance can be bridged up using finite dimensional lattice
codebooks. Performance evaluations, including bit error rates
(BERs) and achievable rate region curves are provided for both
methods, illustrating the improvements brought by a joint design.

Index Terms—Broadcast channel (BC), communication with
side information, dirty paper coding (DPC), information embed-
ding, lattices, multiple access channel (MAC).

I. INTRODUCTION

RESEARCH on information embedding has gained con-
siderable attention during the last years, mainly due to

its potential application in multimedia security. Digital water-
marking and data hiding techniques, which are a major branch
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of information embedding, refer to the situation of embedding
information carrying signals called watermarks into another
signal, generally stronger, called cover or host signal. The cover
signal is any multimedia signal. It can be either image, audio,
or video. The embedding must not introduce perceptible dis-
tortions to the host, and the watermark should survive common
channel degradations. These two requirements are often called
transparency requirement and robustness requirement, respec-
tively. Being conflicting, these two requirements, together with
the interference stemming from the host signal itself, have for
long time limited the use of digital watermarking to applications
where little information (payload) has to be embedded. These
include copyright protection [2], for example, where the trans-
mission of just one bit of information, expected to be detectable
with very low probability of false alarm, is sufficient to serve as
an evidence of copyright. In these applications, the watermark
is, in general, a pseudonoise sequence obtained by means of
conventional spread-spectrum modulations (SSM) techniques.
SSM techniques do not allow the encoder to exploit knowledge
of the host signal in the design of the transmitted codewords
and are consequently interference limited by construction.

Information embedding can also be viewed as power-limited
communication over a “super”-channel with state (or side) in-
formation noncausally known to the transmitter [3], [4]. The
channel input is the watermark and the available state informa-
tion is the cover or host signal itself. An achievable rate, for a
watermarking system, consists in any rate of payload that can be
successfully decodable. The capacity, or more precisely the data
hiding capacity, is the supremum of all achievable rates. Based
on this equivalence, many host-interference rejecting schemes
have been proposed [3], [5] in this still emerging field. It has then
become possible to embed large amount of information while
at the same time satisfying the two previous requirements. The
most relevant work in this area is the initial Costa’s “Writing on
Dirty Paper” [6], commonly known as “Costa’s problem.” Costa
was the first to examine the Gaussian dirty paper problem. He
obtained the remarkable result that an additive Gaussian inter-
ference which is noncausally known only at the encoder incurs
no loss of capacity, relative to the Gaussian interference-free
channel. The theoretical proof of “Costa’s problem” is based
on an optimal random binning argument for independent identi-
cally distributed (i.i.d.) Gaussian codebook. This technique had
been proved to be optimal for more general problems in “coding
for channels with random parameters” studied in [7] and [8].
Binning consists in a probabilistic construction of codewords.
However, this probabilistic construction is convenient only for
theoretical analysis, not for practical coding applications. The
schemes proposed by Chen and Wornell [3] and Eggers et al.
[5], in the context of information embedding, adhere to Costa’s
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setting in that the interference due to the host signal is nearly re-
moved, thus achieving close to the side-information capacity. In
addition, these schemes are feasible in practice, because random
codewords are replaced by low-complexity quantization-based
algebraic codewords. These two sample-wise schemes are re-
ferred to as “quantization index modulation” (QIM) and “scalar
Costa scheme” (SCS), respectively.

During the last years, both QIM and SCS have been thor-
oughly studied and extended into different directions such as
non-Gaussian channel noise [9], nonuniform quantizers [10],
partial state information [11], [12], and recently, lattice code-
books [13]–[17]. This paper extends these schemes to another
direction: multiple information embedding.1 Multiple informa-
tion embedding refers to the situation of embedding several
messages into the same host signal, with or without different
robustness and transparency requirements. Of course, finding a
single unifying mathematical analysis to general multiple infor-
mation embedding situations under broad assumptions seems to
be a hard task. Instead, this paper addresses the very common
situations of multiple user information embedding, from an in-
formation theoretic point-of-view. The basic problem is that of
finding the set of rates at which the different watermarks can be
simultaneously embedded. This problem has tight relationship,
as well as in the case of single embedding, to conventional mul-
tiple user information theory. Consider, for example, watermark
applications such as copy control, transaction tracking, broad-
cast monitoring, and tamper detection. Obviously, each applica-
tion has its own robustness requirement and its own targeted data
hiding rate. Thus, embedding different watermarks intended to
different usages into the same host signal naturally has strong
links with transmitting different messages to different users in
a conventional multiuser transmission environment. The design
and the optimization of algorithms for multiple information em-
bedding applications should then benefit from recent advances
and new findings in multiuser information theory [19]. For in-
stance, in this paper, we first argue that many multiple informa-
tion embedding situations can be nicely modeled as communi-
cation over either a broadcast channel (BC) or a multiple ac-
cess channel (MAC), both with state information available at
the transmitter(s). Next, we rely heavily on the general theo-
retical solutions for these channels (cf. [19]) to devise efficient
practical encoding schemes. The resulting schemes consist, in
essence, of applying the initial QIM or SCS as many times
as the number of different watermarks to be embedded. This
choice conforms to the near-to-optimum performance of both
QIM and SCS in the single-user case. However, we show that
these schemes should be appropriately designed when it comes
to the multiuser case. A joint design is required so as to closely
approach the theoretical performance limits. For instance, for
both the resulting BC- and MAC-based schemes, the improve-
ment brought by this joint design is pointed out through compar-
ison with the straightforward—rather intuitive—corresponding
scheme which is obtained by simply superimposing (i.e., with
no joint design) scalar schemes (or DPCs for the ideal coding).
We introduce the notion of “awareness” to refer to this joint de-
sign. An interesting contribution at this stage is then that aware-
ness helps in improving system performance. Awareness in the

1The materials in this paper have been partially published in [1] and [18].

BC case basically implies that the encoder responsible for em-
bedding the robust watermark is aware that a fragile signal is
also embedded (with a known power), and thus, it modifies the
coding scheme accordingly. This allows increasing the rate for
the robust watermark. Similarly, awareness in the MAC case
takes advantage at the embedder from the knowledge that a
peeling-off decoder is used, i.e., that the better watermark is
subtracted, an operation that changes the channel seen by the
embedder. Again, the way to account for this MAC-awareness
is to change the coding parameters. This increases the rate at
which the worse watermark can be reliably communicated. The
improvement brought up by awareness is demonstrated through
both achievable rate region and bit error rate (BER) analysis. We
finally show that performance can further be made closer to the
theoretical limits by considering lattice-based codebooks. Some
finite-dimensional lattices with good packing and quantization
properties are considered for illustration.

The rest of this paper is organized as follows. After introducing
the notation, we recall in Section II some fundamental princi-
ples of the dirty paper coding (DPC) technique. Also, we give
a brief review of the formal statement of the information embed-
ding problem as communication with side information available
only at the transmitter, together with the state-of-the-art subop-
timalpracticalcodingschemes.Theseschemeswill serveasbase-
line for the construction of the proposed approaches throughout
this paper. Then, we turn in Section III to a detailed discussion
onmultiple informationembeddingapplications.Twomathemat-
ical models corresponding to the multiple information embed-
ding problem viewed either as communication over a degraded
BC with state information at the transmitter or as communica-
tion over an MAC with state information at the transmitters are
provided. Corresponding performance analyses are undertaken
in Sections IV-A and IV-B, respectively. For each of these two
mathematical models, analysis is carried out within the context
of two watermarks using scalar-valued codebooks. Section V ex-
tends these results to the more general case of an arbitrary number
of watermarks using high dimensional lattice-based codebooks.
Finally, we close with a discussion followed by some concluding
remarks in Section VI.

A. Notation

Throughout the paper, boldface fonts denote vectors. We use
uppercase letters to denote random variables, lowercase letters
for their individual values, e.g., , and
calligraphic fonts for sets, e.g., . Unless otherwise specified,
vectors are assumed to be in the -dimensional Euclidean space

where denotes the Euclidean norm of vectors.
For a generic random vector , we use to denote the
expectation taken with respect to and to denote its
probability density function (pdf). The Gaussian distribution
with mean and square deviation is denoted by .
A random variable with conditional pdf given is denoted
by .

II. INFORMATION EMBEDDING AND DPC

In this section, we first give a brief review of the informa-
tion embedding problem as DPC. The resulting framework uses
DPC principles to provide the ultimate theoretical performance
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Fig. 1. Blind information embedding viewed as DPC over a Gaussian channel.

which is used as baseline for comparison in the rest of this paper.
Next, both the well-known SCS [5] and QIM [3] are briefly re-
viewed together with their achievable performance.

A. Information Embedding as Communication With Side
Information

Fig. 1 depicts a block diagram of the blind information em-
bedding problem considered as a communication problem. A
message has to be sent to a receiver through some channel
called the watermark channel. This channel is assumed to be
i.i.d. Gaussian. We denote the Gaussian channel noise by ,
with . The message may be represented by
a sequence of -ary symbols, with ,
so as the transmission of the message amounts to that of
the corresponding symbols . Thus, from now on, we will
concentrate on the reliable transmission of . Also, we will
loosely use the term “message” to refer to the symbol itself,
instead of . Prior to transmission, the message is encoded
into a signal called the watermark which is then embedded
into the cover signal , thus forming the watermarked
or composite signal . We assume that the cover signal

is Gaussian i.i.d. distributed and the watermarker
must satisfy the input power constraint . is

the greatest integer smaller than or equal to and is the
transmission rate, expressed in number of bits per host sample
that the encoder can reliably transmit. The watermark must be
embedded without introducing any perceptible distortion to the
host signal. This corresponds to the input power constraint in
conventional power-limited communication and is commonly
called the transparency requirement. The robustness require-
ment refers to the ability of the watermark to survive channel
degradations. Rather than considering watermarking as com-
munication over a very noisy channel where the cover signal

acts as self-interference as in SSM, it has been realized [20],
[4] that blind watermarking can be viewed as communication
with state information noncausally known at the transmitter, the
state information being the cover signal (entirely known at the
transmitter). The relevant work is the initial Costa’s “Writing
on Dirty Paper” [6], also commonly known as DPC. Costa was
the first to show the remarkable result that the interference ,
noncausally known only to the encoder, incurs no loss in ca-
pacity relative to the standard interference-free additive white
Gaussian noise (AWGN) channel, i.e.,

(1)

The achievability of this capacity of dirty paper channels is
based on random binning arguments for general channels with
state information [7]. This is based on random construction of a
Gaussian codebook and random partitioning of
its codewords into “bins.” In the Gaussian case (side informa-
tion and noise i.i.d. Gaussian), Costa showed that with the
choice of the input distribution such that

independent of (2a)

with (2b)

the capacity (1) is attained. This ideal DPC is, however, not fea-
sible in practice due to the huge random codewords size needed
for efficient binning. Therefore, some suboptimal lower com-
plexity practical schemes have been proposed in [3] and [5]. A
brief review is given in Section II-B.

B. Suboptimal Coding

Following Costa’s ideal DPC, Chen et al. proposed the use
of structured quantization-based codebooks in [3]. The resulting
embedding scheme is referred to as QIM. Whereas in [5], Eg-
gers et al. designed a practical SCS where the random code-
book is chosen to be a concatenation of dithered scalar uni-
form quantizers. The watermark signal is a scaled version of the
quantization error, i.e.,

(3)

with and is the
uniform scalar quantizer with constant step size . Decoding
is also based on scalar quantization of the received signal

followed by a thresholding procedure. That is, the
estimate of the transmitted message is the closest integer
to , with . The optimum parameter

is obtained by numerically maximizing
the Shannon mutual information .2 With this setting,
SCS performs close to the optimal DPC. The aforementioned
QIM which corresponds to the inflation parameter is
less efficient, especially at relatively high noise levels. This QIM
embedding function is referred to as regular QIM. Regular QIM
can be slightly modified so as to increase its immunity to noise.
The resulting scheme, called distortion-compensated QIM (DC-
QIM), corresponds to and performs very close
to SCS, as shown in Fig. 2. We observe that SCS and DC-QIM

2Caution should be exercised here as r is the error quantization of the received
signal, not the received signal itself.
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Fig. 2. Performance of SCS, regular and DC-QIM in terms of the following:
(a) capacity in bit per transmission and (b) BER. (a) M -ary SCS capacity
(dashed) and full AWGN capacity (solid). (b) SCS outperforms—by far—reg-
ular QIM in terms of BER. A slight improvement over DC-QIM is observed at
very low watermark-to-noise ratio (WNR) = 10 log (P=N).

schemes, though clearly suboptimal, perform close to the ideal
DPC. This constitutes the main motivation focus adapting them
to the multiple watermarking situation.

III. MULTIPLE USER INFORMATION EMBEDDING:
BROADCAST AND MAC SETUPS

In an information embedding context, “multiple user”
refers to the situation where several messages have to be
embedded into a common cover signal . The embedding
may or may not require different robustness and transparency
requirements. This means that each of these messages can
be robust, semifragile, or fragile. Also, depending on the
targeted application, the watermarking system may require
either joint or separate decoding. For joint decoding, think
of one single trusted authority checking for several (say )
watermarks at once. For separate (or distributed) decoding,

think of several (say ) authorities each checking for its own
watermark. In order to emphasize the very general case, one
may even imagine these decoders having access to different
noisy versions of the same watermarked content. This is due
to the possibly different channel degradations the watermarked
content may experience depending on the receiver location
(think of a watermarked image being transmitted over a mobile
network, with watermarking verification performed at different
nodes of this network). As in decoding process, we may wish
that the encoding of these messages be performed either jointly
or separately. Some of the situations of concern are given
by the illustrative examples described previously, with the
receivers playing the role of the transmitters and vice-versa.
Of course, though intentionally kept in its very general form,
this model may not include some specific multiple information
embedding situations. This is due to the difficulty of finding a
single unifying approach. Nevertheless, the framework that we
proposed is sufficiently general to involve the most important
multiple information embedding scenarios. For instance, two
classes of such scenarios, that we will recognize as being
equivalent to communication over a degraded BC and an MAC
in Sections III-A and III-B, respectively, are worthy of deep
investigations. To simplify the exposition, we first restrict our
attention to the two-watermarks embedding scenario. Then,
extension to the general case follows.

A. Mathematical Model for BC-Like Multiuser Information
Embedding

Consider an information embedding system aiming at em-
bedding two messages and , assumed to be -ary and

-ary, respectively, into the same cover signal .
We suppose that one single trusted authority (the same encoder)
has to embed these two messages and that embedding should
be performed in such a way that the corresponding two water-
marks correspond to two different usages (separate decoders).
For example, the watermark (carrying ) should be very
robust whereas the watermark (carrying ) may be of
lesser robustness. This means that the watermark must sur-
vive channel degradations up to some noise level larger than

, i.e., . Furthermore, the previously mentioned
transparency requirement implies that the two watermarks put
together must satisfy the input power constraint , i.e.,

is constrained to have . Assuming in-
dependent watermarks3 and , we suppose with no loss
of generality that and ,
where may be arbitrarily chosen to share power be-
tween both watermarks.

In practice, this multiple watermarking scenario can be used
to serve multiple purposes. In the scope of watermarking of
medical images, for example, we may wish to store the patient
information into the corresponding image, in a secure and pri-
vate way. This information is sometimes called the “annota-
tion part” of the watermark and is hence required to be suffi-
ciently robust. Further, we may wish to use an additional pos-
sibly fragile “tamper detection part” to detect tampering. An-
other example stems from proof-of-ownership applications: We

3A justification of this assumption will be provided in Section IV.
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Fig. 3. Two users information embedding viewed as communication over a two-users GBC.

may wish to use one watermark to convey ownership informa-
tion (should be robust) and a second watermark to check for
content integrity (should be semifragile or fragile). A third ex-
ample concerns watermarking for distributed storage. Suppose
that a multimedia content (e.g., video or audio) has to be stored
in different storage devices. Furthermore, we want to protect
this multimedia content against piracy, by the use of a water-
mark. As the alteration level induced by the storage and extrac-
tion processes may differ from one device to another, the en-
coding technique must enable the reliably decoded rate to adapt
to the actual alteration level. Of course many other examples and
applications can be listed. We just mention here that the model
at hand can be applied every time one watermarking authority
(i.e., one transmitter) has to simultaneously embed several wa-
termarks in such a way that these watermarks satisfy different
robustness requirements.

Assuming Gaussian channel noises , with
, a simplified block diagram of the transmission scheme

of interest is shown in Fig. 3. Decoder decodes from the re-
ceived signal at rate . An error occurs
if . Functionally, this is the very transmission diagram
of a two users Gaussian broadcast channel (GBC) with state in-
formation available at the transmitter but not at the receivers.
In addition, the watermark having to be robust plays the
role of the message directed to the “degraded user” in a broad-
cast context. Conversely, the watermark plays the role of the
message directed to the “better user.” Also, here, we have con-
sidered only two watermarks. The similarity with an -users
BC will be retained if, instead of just two watermarks, water-
marks are to be simultaneously embedded by the same so-called
trusted authority.

B. Mathematical Model for MAC-Like Multiuser Information
Embedding

We now consider another situation. Again, the watermarking
system aims at embedding two independent messages and

into the same cover signal . However, the present situation
is different in that, this time, 1) embedding is performed by two
different authorities, each having to embed its own message sat-
isfying a given power requirement and 2) at the receiver, a single

trusted authority checks for both watermarks. We assume no
particular cooperation between the two embedding authorities,
meaning that the watermarks (carrying ) and (car-
rying ) should be designed independently of each other and
should satisfy independent power constraints

. Note that, in addition, the composite watermark
with power at most equal must satisfy the fidelity
criterion to the nonwatermarked content. However, the power
constraint here is fundamentally different from that in the afore-
mentioned BC setup, since individual power constraints must be
satisfied independently.

In practice, this multiple watermarking scenario can be used
to serve multiple purposes. Loosely speaking, every water-
marking system addressing the same application multiple times
is concerned. An example stemming from proof-of-ownership
applications is as follows. Consider two different creators in-
dependently watermarking the same original content , as it is
common for large artistic works such as feature films and music
recordings. Each of the two watermarks may contain private
information. A common trusted authority may have to check
for both watermarks. This is the case when an authenticator
agent needs to track down the initial owner of an illegally dis-
tributed image, for example. A second example is the so-called
hybrid in-band on-channel digital audio broadcasting [3]. In
this application, we would like to simultaneously transmit two
digital signals within the same existing analog (AM and/or
FM) commercial broadcast radio without interfering with
conventional analog reception. Thus, the analog signal is the
cover signal and the two digital signals are the two watermarks.
These two digital signals may be designed independently.
One digital signal may be used as an enhancement to refine
the analog signal and the other as supplemental information
such as station or program identification. A third application
concerns distributed (i.e., at different places) watermarking:
Some fingerprinting can be embedded right at the camera, while
possible annotations can be added next to the storage device.

Assuming a Gaussian channel noise cor-
rupting the watermarked signal , a simplified diagram is
shown in Fig. 4. The encoder , encodes into
at rate . The decoder outputs . An error occurs if
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Fig. 4. Two users information embedding viewed as communication over a (two users) MAC.

. Functionally, this is the very transmis-
sion diagram of a two users Gaussian MAC (GMAC) with state
information available at the transmitters but not at the receiver.
Note that, here, we have considered only two watermarks. The
similarity with a -users MAC will be retained if, instead of
just two authorities, different embedding authorities, each
encoding its own message, are considered.

The previous discussion indicates that there are strong sim-
ilarities between multiple information embedding and conven-
tional multiple user communication. In Sections IV and V, we
rely on recent findings in multiuser information theory [19] to
devise efficient implementable multiple watermarking schemes
and address their practical achievable performance. Also, in our
attempt to further highlight the analogy with conventional mul-
tiuser communication, we will sometimes use the terms “mul-
tiple users,” “degraded user,” and “better user” to loosely refer to
“multiple watermarks,” “the receiver decoding the more noisy
watermarked content” and “the receiver decoding the less noisy
watermarked content,” respectively.

IV. INFORMATION EMBEDDING OVER GAUSSIAN

BROADCAST AND MACS

In this section, we are interested in designing efficient low-
complexity multiuser information embedding schemes for each
of the two situations considered in Section III. We first present a
straightforward rather intuitive method based on superimposing
two SCSs. This simple method can be thought as being “coding-
unaware.” Next, we use the similarity between multiuser in-
formation embedding problem and transmission over Gaussian
BC and MAC to design more efficient multiple watermarking
schemes. We refer to these latter strategies as being “broadcast-”
and “MAC-aware,” respectively. The improvement brought by
“awareness” is illustrated through both achievable rate regions
and BER enhancements. Note that we will assume, throughout
this section, that the flat-host assumption is satisfied as long as
quantization is concerned.

A. Broadcast-Aware Coding for Two-Users Information
Embedding

A simple approach for designing a coding system for the
two users information embedding problem considered in
Section III-A consists in using two independent single-user
DPCs (or SCSs for the corresponding suboptimal practical
implementation).4

4Note that this is not the most naive design, each DPC being tuned based on
all information available.

1) Broadcast-Unaware Coding (Double DPC): In essence,
the ideal coding is based on successive encoding at the trans-
mitter as follows.

1) Use a first DPC (denoted by DPC2) taking into account the
known state and the power of unknown noise to form
the most robust watermark intended to the degraded
user. By using (2), DPC2 is given by
with

with

(4)
2) Use a second DPC (denoted by DPC1) taking into account

the known state , sum of the cover signal and the
already formed watermark , and the power of unknown
noise to form the less robust watermark intended
to the better user. By using (2), DPC1 is given by

with

with

(5)
3) Finally, transmit the composite signal over the wa-

termark channel, with being the composite
watermark. The received signals are
and .

Note that the watermark should be embedded first because
of the following intuitive reason. When considering the extreme
case where the watermark is fragile, this watermark should
be, by design, damaged by any operation that alters the cover
signal . Since robust embedding is such an operation, the
fragile watermark should be embedded last. The theoretical
achievable region with DPC1 and DPC2 is given by

(6)

where
and is the power of the host signal .

Using straightforward algebra, which is omitted for brevity, it
can be shown that the rates in (6) can be obtained by evaluating
the achievable region [19]

(7a)

(7b)

with the choice of given by (5) and (4).
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Using (3) and following the way a single-user SCS is derived
from the corresponding single-user DPC, a suboptimal practical
two-users scalar information embedding scheme can be derived
by independently superimposing two SCSs (denoted by SCS1
and SCS2 and taken as scalar versions of DPC1 and DPC2, re-
spectively). SCS1 and SCS2 are applied sequentially, starting
with SCS2 for the design of the watermark as an appropriate
scaled version of the quantization error of the cover signal .
Then, SCS1 designs the watermark as an appropriate scaled
version of the quantization error of the sum signal . The
corresponding uniform scalar quantizers and have
step sizes and ,
where

(8)

Note that the flat-host assumption on signals and is as-
sumed to hold as supposed previously. We denote by
the transmission throughput achieved by this setup. This rate
pair is computed numerically. Results are depicted in Fig. 5 and
are compared to the theoretical rate pair given
by (6), for two examples of channel parameters. The noise in
first example, (i.e., the one such that 0 dB) may model
a channel attack which has the same power as the composite wa-
termark . The performance of this first approach
is worthy of the following brief discussion.

1) From (6), we see that DPC1—as given by (5)—is optimal.
The achievable rate corresponds to that of a channel
with not only no interfering cover signal , but also no in-
terference signal . Thus, the message can be sent
at its maximal rate, as if it were embedded alone. From
“decoder 1” point of view, the channel from to is
functionally equivalent to a single-user channel from
to , having
just as state information, not . Yet,
it is not that is a single-user channel, but rather that
the amount of reliably decodable information is ex-
actly the same as if were transmitted alone over .
Moreover, DPC2—as given by (4)—is not optimal. The
reason is that the achievable rate in (6) is inferior to

. The latter rate is
that of a watermark signal subject to the full interference
penalty from both the cover signal and the watermark

.
2) SCS1 performs close to optimality. The scalar channel

having a message as input and the quantization error
as output is functionally equivalent to that from to

, where is the single-user channel
suffering only partly from the interference .5 The prac-
tical transmission rate over this channel is given by the mu-
tual information , the maximum of which (i.e.,

) is obtained with the choice (8) of . However, being
derived from DPC2—which itself is nonoptimal—SCS2 is

5Note that in the equivalent channely = x +(1�� )s+z , the watermark
x is formed as a scaled version of the quantization error of the channel state
(1� � )s and not s + x as before.

Fig. 5. Theoretical and feasible transmission rates for broadcast-unaware mul-
tiple user information embedding for two examples of SNR. For each SNR, the
upper curve corresponds to the theoretical rate region R (6) of the double
DPC and the lower curve corresponds to the achievable rate region (R ;R ) of
the two superimposed SCSs with quantization parameters given by (8). Dashed
line correspond to (2-ary, 4-ary) and (4-ary, 2-ary) transmissions. (a) Rates for
P=N = 5 dB and P=N = 0 dB. (b) Rates for P=N = 12 dB and P=N =
9 dB.

obviously suboptimal. Consequently, the previous choice
of parameter does not maximize the mutual informa-
tion , with .

In Section IV-A2, we show that the encoding of
can be improved so as to bring the rate close to

. The
corresponding scheme, which we call “joint scalar DPC” in
the sequel, improves system performance by making multiple
information embedding broadcast-aware.

2) Broadcast-Aware Coding (Joint DPC): In Section III-A,
we have shown that the communication scenario depicted in
Fig. 3 is basically that of a degraded GBC with state information
noncausally known to the transmitter but not to the receivers.
In [19], it has been shown that the capacity region of this
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channel is given by

(9)

which is that of a GBC with no interfering signal . This region
can be attained by an appropriate successive encoding scheme
that uses two well-designed DPCs. The encoding of (DPC1)
is still given by (5). For the encoding of , however, the key
point is to consider the unknown watermark as noise. We
refer to this by saying that the encoder is “aware” of the exis-
tence of the watermark and takes it into account. The re-
sulting DPC (again denoted by DPC2) uses the cover signal
as channel state and as total channel noise

with

(10a)

(10b)

Obviously, this encoding does not remove the interference due to
. Nevertheless, DPC1 is optimal in that it attains the maximal

possible rate at which can be sent together with .
3) Feasible Rate Region: Consider now a scalar implementa-

tion of this joint DPC scheme consisting in two successive SCSs.
DPC2 can be implemented by a scalar scheme SCS2, quantizing
the cover signal and outputting the watermark as an appro-
priate scaled version of the quantization error. We denote by
and the corresponding scale factor and quantization step size,
respectively.DPC1canbeimplementedbyascalarschemeSCS1,
quantizing the newly available signal and outputting the
watermark as an appropriately scaled version of the quantiza-
tion error. We denote by and the correspondingscale factor
and quantization step size, respectively. Let be
the channel functionally equivalent to introduced previously.
The resulting achievable rate region , practically feasible
with this coding, is given by

(11)

The proof simply follows from the previous discussion re-
garding the equivalent channels from to for the message

and from to for the message . Each of these two
channels conforms the single-user channel considered in [5]

and has hence a similar expression of the transmission rate. The
inflation parameters pair maximizing the right-hand
side terms of (11) is given by

(12)

The region (11), obtained through a Monte-Carlo-based inte-
gration, is depicted in Fig. 6 and is compared to the ideal DPC
region given by (9), for two choices of channel parame-
ters: weak channel noise [Fig. 6(c) and (d)] and strong channel
noise [Fig. 6(a) and (b)]. The latter may model, for example, a
channel attack with power equal to that of the composite wa-
termark , as mentioned previously. Note that
we need to compute the conditional probabilities
and . These are computed using the high-resolution
quantization assumption , which is relevant in most wa-
termarking applications. Improvement over the “double DPC” is
made possible by increasing the rate at which the robust wa-
termark can be sent. It is precisely “awareness” that allows such
improvement. However, note that this improvement is more vis-
ible for high signal-to-noise ratio (SNR), as shown in Fig. 6(c).
For low SNR, however, this improvement, though still theoreti-
cally possible as shown in Fig. 6(a), is very limited and is almost
not visible for scalar codebooks. This can be interpreted as fol-
lows: The aforementioned “awareness,” which can be viewed as
a power saving technique for the “degraded user,” does not sen-
sibly improve the overall communication (i.e., increase trans-
mission rate) when the channel is very bad.6 Both theoretical
and feasible rate regions of the BC-aware scheme are also de-
picted for nonbinary inputs in Fig. 6(d) and (b). It can be seen
that, depending on the SNR, the practically feasible rate region
(11) can more-or-less approach the theoretical capacity region

by increasing the sizes and of the input alphabets
and .7

4) BER Analysis and Discussion: Another performance anal-
ysis is based on measured BERs for hard-decision-based de-
coding of binary scalar DPC. Results are obtained with Monte-
Carlo-based simulation and are depicted in Fig. 7. Note that the
set of channel parameters chosen in Fig. 7 may model a wide
range of admissible channel attacks on the individual water-
marks, since the individual SNRs,
and , vary from 8
dB to 12 dB and from 15 dB to 9 dB, respectively, as the
power-sharing parameter varies from 0 to unity. However, this
may be not a good choice to model a strong attack on the com-
posite watermark (for example, one such that
0 dB). For such an attack, the individual rates are very low and
the BERs are very bad. In principle, it would be possible to use
any provably efficient error correction code for each of the chan-
nels and taken separately. However, at low SNR ranges,

6Note, however, that this should not be considered as a drawback since when
the channel is very bad only little information is transmitted.

7However, a gap of about 1.53 dB should remain visible, i.e., R � R >

1.53 dB and R � R > 1.53 dB.
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Fig. 6. Improvement brought by “BC-awareness” (with binary inputs) is de-
picted for (a) P=N = 5 dB and P=N = 0 dB and (c) P=N = 12 dB
and P=N = 9 dB. Solid line corresponds to the rate region of the BC-aware
scheme achievable theoretically (upper) and practically (lower). Dashed line
corresponds to the rate region of the BC-unaware scheme achievable theoret-
ically (upper) and practically (lower). (b) and (d): achievable rate region of the
BC-aware scheme forM -ary andM -ary alphabets depicted for (b) P=N =

5 dB and P=N = 0 dB and (d) P=N = 12 dB and P=N = 9 dB.

it is well known that repetition coding is almost optimal. The
curves in Fig. 7(a) are obtained with , meaning

that and are repeated four times each. We observe that
as increases, the power part of the signal allocated
to the watermark carrying becomes larger and that allocated
to the watermark carrying becomes smaller. This causes the
corresponding BER curves to monotonously decrease and in-
crease, respectively. Also, it can be checked that, when plotted
separately, these curves are identical to those of an SCS with a
signal-to-noise power ratio equal to and , respec-
tively. This conforms the assumption made previously regarding
the functionally equivalent channels and . The curves de-
picted in Fig. 7 also motivate the following discussion.

1) In practical situations, the repetition factors and
should be chosen in light of the desired transmission rates
and robustness requirements. The choice
made previously should be taken just as a baseline ex-
ample. Channel coding as a means of providing additional
redundancy obviously strengthens the watermark immu-
nity to channel degradations. However, such a redundancy
inevitably limits the transmission rate. This means that
for equal targeted transmissions rates and , the
repetition factors and should satisfy .

2) The scalar DPC considered here for multiple watermarking
isconstructedusinginsightsfromcodingforbroadcastchan-
nels [21], [22], as mentioned previously. Interestingly, in
such channels, the user who experiences the better channel
(less noisy) has to reliably decode the message assigned
to the (degraded) user who experiences the worst channel
(more noisy). In an information embedding context, this
means that the robust watermark, which is supposed to sur-
vive channel degradation levels up to , should be reli-
ably decodable if, actually, the channel noise is less pow-
erful. However, this strategy, which is inherently related to
the principle of superposition coding at the transmitter com-
bined with successive decoding (peeling-off technique) at
the “better user” (decoder 1) [23], makes more sense in the
situations where the “better user” is unable to reliably de-
code its own message if it does not primarily subtract off the
interference due to the message assigned to the “degraded
user.” The DPC-based scheme is fundamentally different in
that the interference is already subtracted off at the encoder.
As a consequence, the “better user” does not need to decode
the message of the degraded user.8

3) There could, however, be advantages and disadvantages for
the DPC-based scheme described previously to follow such
a strategy. An obvious disadvantage concerns security is-
sues. In a transmission scheme where security is a major
issue, the “better user” should not be able to reliably decode
the message assigned to the “degraded user.” By opposi-
tion, an obvious advantage stems from the following ob-
servation. If channel quality is improved, resulting in better
SNR in the transmission of , the “degraded user,” being
at present a “better user,” should be able to reliably de-
code much more information than it does with the old
channel quality. For the previously described DPC-based

8Note that by opposition to superposition coding, there is an important em-
bedding ordering at the encoder. The benefit of such ordering is a decoupling
of the receivers, and hence, a more scalable system. Each receiver needs only
to know its own codebook to extract its message.
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Fig. 7. Broadcast-aware multiple user information embedding. (a) BERs for
binary transmission using repetition coding. (b) Each decoder can only decode
“his” own watermark. Though much less noisy, the “better user” performs only
slightly better than the “degraded user” in decoding messageW . The messages
W and W are repeated four times each, i.e., (� ; � ) = (4; 4) and channel
parameters are such that P=N = 12 dB and P=N = 9 dB.

scheme, to fulfill this additional requirement, one should
focus on maximizing (over ) the conditional mutual in-
formation . This would, however, lead to a
suboptimal choice of the inflation parameter for the
transmission of , and consequently, to a smaller trans-
mission rate .

4) The present DPC scheme, as is, does not fully satisfy the
aforementioned broadcast property. From Fig. 7(b), we ob-
serve that the “better user” does not fully exploit the fact
of being much less noisy (than the degraded user) to more
reliably decode : The improvement in BER upon the
“degraded user” is very small and is even negligible, as
shown in Fig. 7(b). And even though this improvement
seems to behave like the improvement in SNR (which is
maximal at ), it is actually smaller than the one,

dB, which should be

visible if the “better user” were able to reliably decode
as in superposition coding.

B. MAC-Aware Coding for Two Users Information Embedding

In this section, we are interested in designing implementable
multiple watermarking schemes for the situation described in
Section III-B. Paralleling the development made in Section IV,
we provide a performance analysis for two MAC-aware and un-
aware multiple watermarking strategies.

1) MAC-Unaware Coding (Double DPC): The situation de-
scribed in Section III-B corresponds in essence to two “dirty
paper” channels. A simple approach for designing a watermark
system for this situation consists in two single-user DPCs (or
SCSs for the corresponding practical implementation). Let

denote the received signal. Upon reception,
the receiver should reliably decode the messages and
having been embedded into the watermarks and , respec-
tively. However, since decoding is performed jointly, the suc-
cessful decoding of one of the two messages should benefit of
the other message. This is illustrated through the following pos-
sible coding.

1) Encoder 2 uses a DPC (DPC2) taking into account the
known state and the power of unknown noise to form
the watermark of power and carrying as

, where

with (13)

At reception, the decoder first decodes , and then,
cleans up the channel by subtracting the interference
penalty that the transmission of causes to that
of .9 Thus, the channel for is made equivalent to

. This “cleaning
up” step is inherently associated with successive decoding
and is sometimes referred to as the peeling-off technique.
Hence, encoder 1 can reliably transmit over the
channel by using a second DPC (DPC1).

2) Encoder 1 forms as , where

with

(14)

The rate pairs achieved by the considered
two DPCs are those corresponding to the corner point (B1) of
the achievable region depicted in Fig. 8, and are given
by

(15a)

(15b)

9Note that, theoretically, the decoder looks for the (unique) codeword U
such that (U ;Y) is jointly typical. In practice, however, the decoder only
knows an estimate Û of the codeword U even if W is decoded perfectly,
since the host S is unknown at the receiver (see discussion in Section IV-B4).
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Using straightforward algebra which is omitted for brevity, it
can be shown that the rates in (15) correspond to a corner point
in the rate region obtained by evaluating the achievable region
[19]

(16)

with the choice of
given by (13) and (14). Following the same

principle, similar DPC schemes allowing to attain the corner
points (A), (C1), and (D) can be designed. The corner point (A)
corresponds to the watermark (i.e., the information )
being sent at its maximum achievable rate whereas the water-
mark (i.e., the information ) not transmitted at all. The
two corner points (C1) and (D) correspond to the points (B1)
and (A), respectively, with the roles of the watermarks and

reversed. Any rate pair lying on the lines connecting these
corner points can be attained by time sharing. We concentrate
on the corner point (B1) and consider a practical implementa-
tion of this theoretical setup. This can be performed by using
two SCSs, SCS1 and SCS2, consisting of scalar versions of
DPC1 and DPC2. The uniform scalar quantizers and
have step sizes and , where

(17)

conform the codebooks choice in (13) and (14).10 Note that the
signal is assumed to be flat-host as mentioned previously. The
feasible transmission rate pair achieved by this practical coding
corresponds to the corner point (B1’) in the diagrams shown
in Fig. 8. Results are depicted for two choices of channel pa-
rameters: strong channel noise [shown in Fig. 8(a)] and weak
channel noise [shown in Fig. 8(b)]. The strong noise may model
a channel attack which has the same power as the composite wa-
termark . The performance of this first approach
can be summarized as follows.

1) From (15b), we see that DPC1—as given by (14)—is op-
timal. The interference due to the cover signal and the
second watermark is completely canceled. Hence, the
watermark can be sent at its maximal rate , as if it
were alone over the watermark channel. The channel from

to is functionally equivalent to that from to
. However, DPC2—as given by (13)—is

nonoptimal, because the rate given by (15b) is inferior
to , which is that of a water-
mark subject to the full interference penalty from both the
cover signal and the watermark .

2) SCS1 performs close to optimality. The scalar channel is
equivalent to that from to . The
practical transmission rate over this channel is given by the
mutual information , the maximum of which

10Note that the choice (� ; � ) in (17) does not maximize the input–output
mutual information. Rather, it directly traces the way in which the codebooks
are generated in (13) and (14).

Fig. 8. Theoretical and feasible transmission rates for MAC-unaware
multiple user information embedding. The frontier with corner points (A),
(B1), (C1), and (D) corresponds to the theoretical rate pair (R ;R ) 2
R of the double ideal DPC. The frontier with corner points (A’),
(B1’), (C1’), and (D’) corresponds to the feasible rate pair (R ;R ) of the
two superimposed SCSs. Dashed line corresponds to practical rates ob-
tained with the use of quaternary alphabets. (a) Rates forP = P ; (P +
P )=N = 0 dB. (b) Rates for P = P ; (P + P )=N = 9 dB.

(i.e., ) is obtained with the choice (17) of . How-
ever, SCS2 is nonoptimal, simply because DPC2 is not.
The inflation parameter does not maximize the mu-
tual information , with . Thus,
the achievable rate is not maximal and corresponds to

.
The encoding of can be improved so as to bring the achiev-
able rate close to

. The corresponding scheme, called “joint DPC,” enhances
the performance by making multiuser information embedding
MAC-aware.

2) MAC-Aware Coding (Joint DPC): In Section III-B, we
argued that the communication scenario depicted in Fig. 4 is
basically that of a GMAC with state information noncausally
known to the transmitters but not to the receiver. In [19], it is
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reported that the capacity region of this channel is given
by

(18)

which is that of a GMAC with no interfering signal . This
region, with corner points (A), (B), (C), and (D), is shown in
Fig. 9 and can be attained by an appropriate successive encoding
scheme that uses well-designed DPCs. Consider, for example,
the corner point (B). The encoding of is again given by (14),
recognized previously to be optimal.11 The encoding DPC2 of

, however, should be changed so as to consider the water-
mark as noise. We refer to this situation by saying that the
encoder should be “aware” of the existence of and acts ac-
cordingly. The resulting DPC (again denoted by DPC2) uses the
cover signal as channel state and the signal as total
channel noise

with (19)

Obviously, the interference due to is not removed. How-
ever, this scheme is optimal in that it achieves the maximum
rate at which the message can be sent as long as the
message is sent at its maximum rate.

3) Feasible Rate Region: We consider now a practical
implementation for this joint scheme through two jointly
designed SCSs with parameters and , re-
spectively. This results in a maximal feasible transmission rate

given, as before, by . However,
the corresponding scale parameter is set this time to its
optimal choice, i.e., .12 The
resulting transmission rate pair is represented by
the corner point (B’) in Fig. 9 for two examples of channel
conditions: weak noise [shown in Fig. 9(b)] and strong noise
modeling a strong channel attack on the composite water-
mark [shown in Fig. 9(a)]. Reversing the
roles of the watermarks and , the joint design also
pushes out the corner point (C1’) to (C’). More generally,
any rate pair on the region frontier delimited by the corner
points (A’), (B’), (C’), and (D’) is made practically feasible
by subsequent time-sharing. When the message travels
alone over the watermark channel, the equivalent channel is

. Hence,
can be sent at its maximum feasible rate, which is given by

. When the

11Note, however, that as � depends on � , the optimal inflation parameter
for DPC1 becomes � = P =(P + P +N).

12Note that the optimal inflation parameter for SCS1 is � = (P +
N) P =P + 2:71N=(P + P +N).

Fig. 9. MAC-aware multiple user information embedding. The improvement
brought by “awareness” is depicted for (a) strong channel noiseP = P ; (P +
P )=N = 0 dB and (b) weak channel noise P = P ; (P + P )=N = 9 dB.
Solid line delineates the capacity region of the MAC-aware scheme achievable
theoretically (upper) and practically (lower). Dashed line delineates the rate re-
gion of the MAC-unaware scheme achievable theoretically (upper) and prac-
tically (lower). (c) Capacity region of the MAC-aware scheme with (M -ary,
M -ary) input alphabets for very high SNR.

two messages travel together, the maximal sum of the two fea-
sible rates corresponds to one of the two (say ) set to its max-
imal feasible rate and the other facing a total channel noise
of . Of course, we can reverse the roles of and ,



2986 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 55, NO. 6, JUNE 2007

and the maximal feasible sum rate remains unchanged. Conse-
quently, the achievable rate region is given by

(20)

Fig. 9 shows the achievable rate region gain brought by
the joint design of the DPCs in approaching the theoretical limit

(18). This improvement, which is more visible at large
SNR (i.e., weak channel noise), is more significant in the sit-
uations where and are both transmitted with nonzero
rates. In this case, for a given transmission rate of , the
maximal transmission rate at which can be sent is larger,
and equivalently, for any rate . Moreover the gap to the the-
oretical limit can be reduced by use of sufficiently large
size alphabets and , as shown in Fig. 9(c). Of course,
this is achieved at the cost of a slight increase in encoding and
decoding complexities.

4) BER Analysis and Discussion: Consider the coding
scheme given by (14) and (19). The peeling-off technique aims
to clean up the channel before decoding , by subtracting
the codeword . This is good for performance evaluation and
for theoretically proving the achievability of the corner point
(B) of the capacity region. However, in practice, the decoder
does not know the exact codeword that had been selected
at “encoder 2,” basically because the host-signal is unknown
at the receiver. Instead, the decoder determines an estimate
of , as the reconstruction vector of a scaled version of the
received signal . Of course, the accuracy of this estimation
(and, thereby, that of decoding message ) depends on the
value of SNR2. For instance, bad SNR2 likely causes decoding
of to fail. Thus, the estimate does not resemble the exact

and it is rather seen as an additional noise source. However,
at good (high) SNR2, the estimate of codeword is
accurate and the peeling-off technique is efficient, as shown in
Fig. 10. The curves in Fig. 10 are obtained using scalar code-
books and with power allocation such that . Message

is decoded first, corresponding codeword is subtracted,
and then, message is decoded. Observe that decoding of
message is more accurate than that of message : For
example, observe that at 10 dB
whereas at only 9 dB.

V. MULTIUSER INFORMATION EMBEDDING AND STRUCTURED

LATTICE-BASED CODEBOOKS

In this section, we extend the results obtained in Section IV
in the context of two watermarks to the general multiple water-
marking case. We also broaden our view to consider the high-di-
mensional lattice-based codebooks case.

Fig. 10. MAC-aware multiple user information embedding BERs using scalar
codebooks. The two messages W and W are sent at rates (R ;R ) corre-
sponding to the corner point (B’) in the capacity region diagram shown in Fig. 9.
Successive decoding is implemented by first decoding messageW , subtracting
its corresponding codeword û , and then, decoding messageW . (a) Decoding
of W . (b) Decoding of W .

A. Broadcast-Aware Information Embedding: The
-Watermarks Case

The results in Section IV-A can be straightforwardly extended
to the situation where, instead of just two messages, messages

, have to be embedded into the same cover
signal . The composite watermark is . The wa-
termark has power and carries the message , where

. We consider a GBC and assume
without loss of generality that . This
means that the watermarks should be designed in such a way that

is less robust than for . Following the joint DPC
scheme, the watermarks should be ordered according to their
relative strengths and put on top of each other. This means that
the most robust (that is ) should be embedded first whereas
the most fragile (that is ) should be embedded last. For
ranging from to 1, the watermark signal is obtained by
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applying an th DPC (denoted here by DPCi). The
available state information to be used is ,
the sum of the cover signal and the already embedded wa-
termarks . The channel noise is , the
sum of the ambient noise and the not-yet embedded water-
marks , accumulated and taken as an additional noise
component. Note that the Gaussianity of this noise term and
its statistic independence from both and as well as the
statistic independence of on conform to the statistical in-
dependence between the state information, the watermark and
the noise in the original Costa setup [6]. Thus, the optimal infla-
tion parameter for DPCi is and the
corresponding maximal achievable rate is given by

(21)

A scalar implementation of this broadcast-based joint DPC for
embedding watermarks, consists in SCSs jointly designed.
Similarly to the two-watermark case and using the equivalent
channel for SCSi, , the
corresponding achievable rate region is given by the union of all
rate -tuples simultaneously satisfying

(22)

The union is taken over all power assignments
, satisfying the average power constraint

. The inflation parameter maximizing the right-hand side
term of (22) is

(23)

B. MAC-Aware Information Embedding: The -Watermarks
Case

The results in Section IV-B can be straightforwardly extended
to the situation where, instead of just two messages, mes-
sages , have to be independently encoded into
the same cover signal and jointly decoded, by the same wa-
termarking authority. We suppose that the watermark , car-
rying , has power . Also, we denote by

the channel noise, assumed to be i.i.d. Gaussian.
Functionally, this is a -user GMAC with state information
available at the transmitters but not to the receiver, as argued
in Section III-B. The capacity region of such a channel follows
a straightforward generalization of (18). This region is given by
the union of all rate -tuples simultaneously satisfying

(24a)

(24b)

where the union is taken over all power assignments
. Following the two-message case considered previ-

ously, any corner point of this region can be attained by applying
well-designed DPCs. Consider, for example, the corner point

(B) corresponding to the message transmitted at its max-
imum rate. Upon reception of , the
receiver should perform successive decoding so as to reliably
decode the -tuple . In order to attain the
corner point (B), decoding should be performed in such a way
that is decoded first, is decoded last, and is decoded
before for . Consequently, coding consists in a set of
DPCs, denoted by DPCi, with ranging from to 1. At the re-
ceiver, the decoder sees the equivalent channel in
the decoding of the message . Thus, an optimal DPCi for this
equivalent channel is given by where

and . With this theoretical
setup, it is possible to reliably transmit all the messages together,
with sent at rate .
This rate is the maximal rate at which can be transmitted
as long as the other messages are simultaneously
transmitted at nonzero rates. A scalar implementation of this (
users) GMAC-based joint DPC scheme consists in successively
applying well-designed SCSs. Equivalent channel for SCSi
is , which is the received signal assuming
interference from only the (i-1) beforehand watermarks

and no posthand interference from the remaining wa-
termarks . We also denote by
the received signal assuming neither beforehand nor posthand
interferences. The set of feasible rates achieved by this practical
coding can be obtained as a straightforward generalization of
(20). The corresponding achievable rate region is given by the
convex hull of all rate -tuples simultaneously
satisfying

(25a)

(25b)

The maximum of the mutual information
is attained with the optimal choice of given by

with

C. Lattice-Based Codebooks for BC-Aware Multiuser
Information Embedding

The gap to the ideal capacity region of the sample-wise joint
scalar DPC practical capacity region shown in Fig. 6 can be par-
tially bridged using structured finite-dimensional lattice-based
codebooks. Lattices have been proposed in the context of mul-
titerminal binning in [24] and have been considered for the first
time in the context of single-user watermarking in [13]. Conse-
quent works [14]–[16] extended these results to different sce-
narios. In what follows, only the required ingredients are briefly
reviewed. The reader may refer to [25] for a full discussion.
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Fig. 11. Lattice-based scheme for multiple information embedding over a GBC.

Consider the transmission scheme depicted in Fig. 11 where
is some -dimensional lattice. This scheme is a generalization

to the lattice codebook case of a slight variation of the scalar case
considered in Section IV-A.13 The function is used for
arbitrary mapping the set of indexes
to a certain set of vectors to
be specified in the sequel. The function does similarly for
the set of indexes . With respect to
the scalar codebook case, , is a lattice codebook
whose entries must be appropriately chosen so as to maximize
the encoding performance. For each , with ,
the codeword is the coset leader of the coset

relative to the lattice . The codebook is
shared between the encoder and the decoder and is assumed
to be uniformly distributed over the fundamental cell of
the lattice . Also, we assume common randomness, meaning
that the key , is known to both the encoder and the
decoder . Apart from obvious security purposes, these keys will
turn out to be useful in attaining the capacity region.

In the following, we consider cover signal vectors (frames) of
length . Following (3), the encoding and decoding functions
for the lattice-based joint DPC given by (5) and (10) write

(26a)

(26b)

(26c)

The modulo reduction operation is defined as
where the -dimensional quantization operator

is such that quantization of results in the closest
lattice point to .

We focus on the practically feasible rate region achieved by
(26). To this end, we rely on a previous work relative to practical
achievable rates with lattice codebooks in the context of a single-
user watermark [16], [15]. Here, the situation is different since

13More precisely, this is a generalization to the lattice case of a DC-QIM-
based two-users watermarking scheme. DC-QIM is considered because it is
more convenient and also it has very close performance to SCS as has been
reported in Section II-B.

twowatermarksareconcerned,but thekey ideas remain thesame.
Thus, details are skipped and we only mention the key steps, in
processing the received signals and . Each of the channels

and is similar to the one in [16] and [15], with, however, a
different state information and channel noise. The establishment
of the following results relies principally on the properties of a
modulo lattice additive noise (MLAN) channel [26] and on the
following two important properties of the mod- operation:

P1)

(27a)

P2)

(27b)

Upon reception of , “receiver i” computes the signal
. Using P1) and P2) and straightforward

algebra calculations, it can be shown that

(28a)

(28b)

Hence, the “degraded user” (more noisy watermarked content)
sees the equivalent channel noise

and the “better user” (less noisy watermarked
content) sees the equivalent channel noise

. Now, using the important inflated lattice lemma
reported in [27], and turn to be two MLAN channels with
channel noises and , respectively. The MLAN channel
has been first considered in [28] and [29]. It is shown that when
modulo reduction is with respect to some lattice and when the
channel noise is i.i.d. Gaussian, capacity in bits per dimension
can be written as

(29)

where denotes differential entropy. Hence, the practically
achievable rates and are given by (29), with the
channel noise being replaced by and , respectively.
The maximally achievable rates are obtained by maximizing
these expressions over and , respectively. The corre-



ZAIDI et al.: BROADCAST- AND MAC-AWARE CODING STRATEGIES 2989

TABLE I
LATTICES WITH THEIR IMPORTANT PARAMETERS

sponding achievable rate region is given by

(30)

Note that from the right-hand side term of (30), we have
, where is the full capacity region of a Gaussian BC

with state information at the encoder (9). In general, no closed
form of (30) can be derived and the optimal pair has
to be computed numerically to evaluate the differential entropy

. However, closed form approximations can be
found in some special situations as shown hereafter.

1) As the dimensionality of the lattice goes to infinity, the
pdfs of the noises and tend to Gaussian distributions
as quantization errors with respect to this lattice. Conse-
quently, the optimal inflation parameters and min-
imizing and are those which minimize the
variances of and , respectively. These are

and . The ideal
capacity region is attained with such a choice.

2) For finite-dimension lattice reduction, however, the pdfs of
and are not strictly Gaussian, but rather the convolu-

tion of a Gaussian with a uniform distribution. The equality
does

not hold strictly but remains a quite accurate approximation.
Considering this approximation leads to

and .Now,given that14

and , we get

(31a)

(31b)

This means that by using appropriate lattices for modulo-re-
duction, we are able to make the gap to the full theoretical
capacity region smaller than . This can be

14This is because the normal distribution is the one that maximizes entropy for
a given second moment.

Fig. 12. Performance improvement in multiple user information embed-
dingratesandBERdueto theuseof latticecodebooks.Coset leadersfc g
are chosen among lattice deep holes. (a) Achievable rate region for BC-like
multiple user information embedding and (b) corresponding BERs corre-
sponding to the transmission of messageW . From bottom to top: lattices
checkerboardD , hexagonalA , and cubic . (a) Achievable rate region
with lattices andA . (b) BERs with lattices andA andD .

achieved by selecting lattices that have good quantization
properties. These are those for which the normalized second
moment approaches .

The -dimensional lattices considered for Monte Carlo achiev-
able rate region integration are summarized in Table I, together
with their most important parameters. Achievable rate region
curves in bits per dimension are plotted in Fig. 12(a) where we
observe that the use of the hexagonal lattice , for example,
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Fig. 13. Lattice-based scheme for multiple information embedding over a GMAC.

enlarges the set of the rate pairs practically feasible, with re-
spect to the scalar lattice . Of course, this improvement goes
along with a slight increase in computational cost. The same im-
provement can be observed through BER enhancement visible
in Fig. 12(b). Note that Fig. 12(b) only shows the BER corre-
sponding to the transmission of message (the codebook
is set to a subset15 of lattice deep holes [25]). Also, note that for
fair comparison of the error correction capability of the different
lattices, BER are plotted against the per-bit per-dimension SNR
(i.e., energy needed to transmit one bit per-dimension to
noise ratio). The BER curves corresponding to the transmission
of message can be obtained by shifting to the right those of

by the factor
(decibels).

D. Lattice-Based Codebooks for MAC-Aware Multiuser
Information Embedding

The gap to the capacity region (18) of the achievable
rate region (20) shown in Fig. 9 and corresponding to
the sample-wise joint scalar DPC can be partially bridged using
finite-dimensional lattice-based codebooks. The resulting trans-
mission scheme is depicted in Fig. 13 where is some -dimen-
sional lattice. The functions and the lattice code-
books are defined in a similar way to that in the
broadcast case addressed previously. We focus on the improve-
ment of the feasible rate pair brought by the
use of the lattice codebooks , with comparison to
the baseline scalar codebooks considered in Section IV-B. Con-
sider, for example, the corner point (B’) of the capacity region
shown in Fig. 9. The encoding and decoding of and are
performed according to

(32)

where . Upon reception, the receiver
first computes the error signal . In a

15Note that since the curves in Fig. 12(b) are plotted against the per-bit per-
dimension SNR, results do not depend on the number of lattice holes used (i.e.,
the transmission rate).

similar way to that for the broadcast case, it can be shown
that .
Hence, the equivalent channel for the transmission of

is an MLAN channel with (Gaussian) channel noise
. Next, the receiver

computes , which can be shown to
equal , completely indepen-
dent of . Hence, the equivalent channel for the transmission
of is another MLAN channel with (Gaussian) channel noise

. Consequently, by using
(32), the achievable rate pair corresponding
to the corner point (B’) of the capacity region is given by

(33a)

(33b)

Note that . Similarly to the development made
in the broadcast case, the achievable rate region by using the
modulo reduction with respect to the lattice straightforwardly
generalizes (20) and it is given by

(34)

where and
.

The improvement in BER brought by lattice coding in de-
coding message is illustrated in Fig. 12(b). As in the broad-
cast case, the BER curves corresponding to the transmission of
message can be obtained by translating to the right those
of , by (deci-
bels).
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VI. CONCLUSION

In this paper, we first investigated the tight relationship be-
tween multiple user information embedding and conventional
multiuser information theory. For instance, two different situ-
ations of embedding several messages into one common cover
signal are emphasized. The first situation is recognized as being
equivalent to communication over a GBC with state information
noncausally known at the transmitter but not at the receivers.
The second is argued as to be analog to communication over a
GMAC with state information known noncausally at the trans-
mitters but not at the receiver. Next, based on this equivalence
and heavily relying on a recent work by Kim et al. [19] in which
the authors extend the single-user Costa’s DPC to the multiuser
case, two practically feasible scalar schemes for simultaneously
embedding two messages into the same host signal are pro-
posed. These schemes carefully extend the initial QIM and SCS
schemes, that were originally conceived for embedding one wa-
termark, to the two-watermark case. The careful design con-
cerns the joint encoding as well as the appropriate order needed
so as to reliably embed the different watermarks. A central idea
for the joint design is “awareness.” The improvement brought
by this awareness is shown through comparison to the corre-
sponding rather intuitive schemes, obtained through superim-
position, as many times as needed, of the single-user schemes
QIM and SCS. Performance is analyzed in terms of both achiev-
able rate region and BER. Finally, the proposed schemes are
straightforwardly extended to the arbitrary number of water-
marks case and also to the vector case through lattice-based
codebooks. Results are supported by illustrative achievable rate
region and BER curves obtained through Monte Carlo integra-
tion and Monte Carlo simulation, respectively.
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