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Sciences, eaux & territoires

A T1-T> spectrum Is very useful In NMR spectroscopy since 1t reveals any coupling between T4
and - relaxations. The determination of such 2D spectrum is an Ill-posed inverse problem. We

propose an efficient iterative reconstruction method based on maximum entropy regularization. MAXIMUM ENTROPY (ME) PENALIZATION MAJORIZE-MINIMIZE LINESEARCH STRATEGY

RECONSTRUCTION STRATEGY
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preparation evolution mixing —— | | Iterative descent algorithm hied, ') = £(cr)
reconstruction At each iteration k, k =1, ..., K, : .~ Majorize Minimize recurrence
. T i . T- _ 1. Compute a descent direction d, ot = argming W(a, o), j < J
| o Y — K. SK¢ 2. Determine the stepsize a according to a linesearch strategy N with # (o, o) =
Y (7. 72) = //(1 — e ™ S(Ty, To)e ™ T2 dT,d T, & y = Kls : aimed at minimizing £(cr) = L (s, + cdy). a- o oT O+ po+ pra + pea®—pslog(a — o).
3. Update sx.1 = s, + ady.

with K1 € R™M>Ni Ky € RM>XNo y ¢ RMxm2 g ¢ RNXN2 1y — vect(Y), s = vect(S) and K = K1 @ Ko. [1 Ensures theoretical convergence of the descent algorithm [2]

e d, results from conjugate gradient (CG) or truncated Newton algorithm

AlM Reconstruction of S given noisy measurements Y e Entropy Is a barrier function for the positive orthant LOW RANK PRECONDITIONER
[1 (o) unbounded for a cancelling a component of s, + ady 5 it p - tec the ecs at ted SUD
DIFEICULTIE 0 V2/ ill-conditioned the bound £ the domai reconditioner Py approximates the inverse Hessian using truncate S
CU S *  POSITIVITY CONSTRAINT | H-condl |one. .near = POUNEALY BT HhE 2omdi of K, at rank v (U'X,V,), and the matrix inversion lemma:
* HUGE MATRIX K e K is large and rank-deficient.
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PROPOSAL Convergent Iterative reconstruction method based on H Specific linesearch strategy for barrier function V =V oV
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maximum entropy regularization and exploiting kernel separability ] Computational cost reduction by exploiting kernel separability 2 =202

EXPERIMENTAL RESULTS

CONCLUSION

SYNTHETIC EXAMPLE (40 dB) REAL DATA PROCESSING (APPLE) e Theoretically convergent algorithm
my =200, mp =500, N = N = 100, v=1 my = 50, mp, = 10000, Ny = N, =300, v = 0.92 e Reasonable computational cost and memory requirement
—— - oo - 100 100 f e Does not require data compression
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e Correlation between 77 and 7>, = Advantage of 2D spectroscopy




