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1. Background, assumptions and results

1.1. Background

Consider a multivariate time-series sequence (x(N))N=1,2,..., where for each N ∈
N\{0}, the process x(N) = (x(N)

k )k∈Z is a CN -valued centered Gaussian stationary
process in the discrete time parameter k. Let

R
(N)
L = Ex

(N)
L (x(N)

0 )∗

be the autocovariance matrix of x(N) at lag L (throughout this paper, ∗ stands for
the conjugate transpose). Let (nN )N be an increasing sequence of positive integers
such that

0 < lim inf
N→∞

N

nN
≤ lim sup

N→∞

N

nN
<∞. (1.1)

Assume that for each N , we have the sample x
(N)
0 , . . . ,x

(N)
nN−1 of the process x(N).

Fixing an integer L ≥ 0, the empirical autocovariance matrix of order L is given by

R̂
(N)
L =

1
nN

nN−1∑
�=0

x
(N)
�+Lx

(N)∗

� ∈ C
N×N ,

where the sum � + L will be taken modulo–nN . For any matrix M ∈ Cm×m, let
{λ0(M), . . . , λm−1(M)} be its eigenvalues. The spectral measure of R̂(N)

L is then
defined as

μN =
1
N

N−1∑
�=0

δ
λ�( bR

(N)
L )

.

We are interested in studying this measure as N → ∞. In the field of multivariate
time series analysis, it is classically assumed that N is fixed while the observation
window length increases to ∞, in which case, under standard sets of assumptions,
μN converges weakly to the spectral measure of R(N)

L in the almost sure sense. This
is no more true in the asymptotic regime that we consider in this paper, where the
time series dimension and the window length are both large and of the same order
of magnitude.

Note that for L = 0, R̂(N)
L is Hermitian and several results are known for this

case under different assumptions. Our aim is to consider the cases L ≥ 1 in which
case R̂(N)

L are non-Hermitian. Generally speaking, the study of the spectral measure
of non-Hermitian matrices is much harder than that for Hermitian matrices. See for
example [18, 23, 31]. As an example, it took a tremendous amount of effort from
researchers over a long period of time to establish the limit of the empirical spectral
measure of the matrix all whose elements are real-valued iid with mean zero and
variance 1 (see [38]).

In [7], using the ideas from [23, 31, 40], we identified the limit spectral measure of
R̂

(N)
L in the particular case when the time series is a (complex) white noise process.

The same setting is considered in [42], but they relax the modulo-nN summation
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when constructing R̂
(N)
L . However, when the time series is not a white noise, no

such result appears to exist in the literature.
Spectral properties of the sample autocovariance matrices in a stationary time

series carry information on the process and hence potentially, can be used for sta-
tistical inference. Some work in this area were initiated by [2, 3]. See also [6] for a
book-level exposition. For example, plots of the empirical spectral measure of the
sample autocovariance matrices for different lags can serve as graphical tests for
white noise, or for the order of dependence in the time series. Some first results in
this vein were proposed in [7]. The nature of the empirical spectral measure of R̂(N)

L

for different values of L reflect the degree of dependence that exists in the under-
lying process. Theoretical support for these tests rests on the asymptotic behavior
of the empirical spectral measure. Moreover, once this behavior is identified, it can
potentially be used to develop significance tests for other statistical hypothesis too.
This issue will be taken up elsewhere.

For any matrix M ∈ C
N×N , let s0(M) ≥ s1(M) ≥ · · · ≥ sN−1(M) be its

singular values arranged in a non-increasing order. It is well known that for a non-
Hermitian matrix, say MN ∈ CN×N , as N → ∞, the behavior of its spectral
measure is connected to the probabilistic behavior of the small singular values of
the related matrix MN − z � MN − zIN for z ∈ C\{0}. With this in mind, we shall
seek solutions to the following problems:

• The behavior of the smallest singular value sN−1(R̂
(N)
L − z) for an arbitrary

z ∈ C\{0}.
• For an arbitrary β ∈ (0, 1), the behavior of the “small” singular values
sN−�(R̂

(N)
L − z) for � ∈ {�Nβ�, . . . , �N/2�} and z ∈ C\{0}. Later this will help

in controlling the magnitude of the singular values sN−� when the indices � are
close to Nβ.

• The behavior of μN as N → ∞ via the existence of a deterministic equivalent.

1.2. Assumptions

We shall assume that for every N , (x(N)
k )k is a stationary Gaussian process whose

spectral density exists and satisfies some reasonable regularity conditions. As we
shall see, this provides the opportunity to use a variety of technical tools. If the
time series are not Gaussian, then the situation is way more involved technically
but results similar to those in this paper are expected to hold under suitable restric-
tions on the time series. Let T denote the unit circle of the complex plane. Let
HN

+ be the set of N × N Hermitian non-negative matrices. Suppose that for each
positive integer N , there is an integrable function S(N) : T → HN

+ such that for
each L ∈ Z,

R
(N)
L =

1
2π

∫ 2π

0

e−ıLθS(N)(eıθ) dθ. (1.2)
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This S(N) is called the spectral density of {R(N)
L , L ≥ 0} or of the corresponding

stationary process [30, Chap. 1; 9]. We assume that for each N , S(N) is nontrivial
in the sense that for each non-zero CN -valued polynomial p(z)∫ 2π

0

p(eıθ)∗S(N)(eıθ)p(eıθ)dθ > 0 (that is, the matrix is positive definite).

We now turn to the more substantial assumptions on S(N). The first assumption is
akin to uniform equicontinuity of {S(N)}. For h > 0, let

w(S(N), h) = sup
θ

sup
|ψ|≤h

‖S(N)(eı(θ+ψ)) − S(N)(eıθ)‖

be the modulus of continuity of S(N) with respect to the spectral norm ‖ · ‖.

Assumption 1.1. (i) For any ε > 0, there exists h > 0 such that

sup
N∈N

w(S(N), h) < ε.

(ii) With ‖S(N)‖T
∞ = maxθ ‖S(N)(eıθ)‖,

M := sup
N

‖S(N)‖T

∞ <∞.

(iii) infN sN−1(R
(N)
0 ) > 0.

Regarding the last assumption, note that

sN−1(R
(N)
0 ) = sN−1

(
1
2π

∫ 2π

0

S(N)(eıθ) dθ
)
.

We allow the spectral density S(N)(eıθ) to be singular or close to singular at some
points of T, but within the restrictions provided by the two following assumptions.
Assumption 1.2 stipulates that S(N)(eıθ) can be close to being singular only on a set
of frequencies with a small Lebesgue measure and it implies Assumption 1.1 (iii).
Assumption 1.3 puts additional constraint on sN−1(S(N)(eıθ)). Examples where
Assumptions 1.2 and 1.3 are satisfied are provided in Sec. 2. Let Leb(·) denote the
Lebesgue measure.

Assumption 1.2. Suppose that for any κ ∈ (0, 1), there exists δ > 0 such that

sup
N

Leb{z ∈ T : sN−1(S(N)(z)) ≤ δ} ≤ κ.

Assumption 1.3.

1
N

∫ 2π

0

log sN−1(S(N)(eıθ))dθ −−−−→
N→∞

0.
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1.3. Results

Before we state our results, we wish to recall that we have used modulo-nN summa-
tion to construct R̂(N)

L . This is for convenience and helps in the details of the proofs.
We believe that the results we establish continue to hold for the sample autocovari-
ance matrices when we define them via the usual summation over all indices that
maintain a lag L. See for instance [42] who relax the modulo-nN summation in the
context of the model with i.i.d. processes considered in [7]. These results can be
adapted to our model with some work.

The first result is on a probabilistic bound on the magnitude of the smallest
singular value of (R̂(N)

L − z). In problems similar to ours, often the optimal factor
at the left-hand side of the bound given below is N−1t instead of our N−3/2t when
ε > 0 is fixed. Our weaker bound will serve our purpose. We shall elaborate on this
issue during the course of the proof.

Theorem 1.1. Suppose Assumptions 1.1–1.3 hold. Then, for each z 
= 0 and arbi-
trarily small ε > 0, there exists a constant c1.1 such that for all small t > 0 and
for all large N,

P[sN−1(R̂
(N)
L − z) ≤ N−3/2t] ≤ εt+ exp(−c1.1ε2N).

The behavior of the small singular values is handled by Theorem 1.2. The behav-
ior of sN−k(R̂

(N)
L − z) for values of k which are close to Nβ is more important. The

theorem implies that sN−Nβ (R̂(N)
L − z) � Nβ/2−1 with large probability. Again,

though the rate is not optimal, it will be sufficient for our needs. Further comments
on this issue will be provided in the course of the proof, see Remark 3.1.

Theorem 1.2. Suppose Assumptions 1.1–1.3 hold. Let β ∈ (0, 1). Then, for
each z 
= 0, there exist two positive constants c1.2 and C1.2 such that for all
k ∈ [�Nβ�, �N/2�], and for N ≥ N0, where N0 is independent of k,

P[sN−k−1(R̂
(N)
L − z) ≤ C1.2

√
k/N ] ≤ exp(−c1.2k).

We now turn to the large-N behavior of μN . For this we rely on the well-known
Hermitization technique due to Girko [16] (see [5] for a comprehensive exposition).
Let μ be a probability measure on C that integrates log | · | near infinity. Then
its log-potential Uμ(·) : C → (−∞,∞] is defined below. The measure μ can be
recovered from Uμ(z)

Uμ(z) = −
∫

C

log |w − z| μ(dw).

For the empirical spectral measure μN , we can write

UμN (z) = − 1
N

N−1∑
�=0

log |λ�(R̂(N)
L ) − z| = − 1

2N
log det(R̂(N)

L − z)(R̂(N)
L − z)∗

= −
∫

log t νz,N (dt),
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where νz,N , the empirical measure (on R) of the singular values of the matrix
R̂

(N)
L − z given by

νz,N =
1
N

N−1∑
�=0

δ
s�( bR

(N)
L −z).

Given a matrix M ∈ CN×N , denote its so-called Hermitized version as

H(M) =

[
M

M∗

]
.

As is well known, the spectral measure ν̌z,N (on R) of H(R̂(N)
L − z) is given by

ν̌z,N =
1

2N

N−1∑
�=0

(δ
s�( bR

(N)
L −z) + δ−s�( bR

(N)
L −z)).

The measure ν̌z,N is clearly symmetric in the sense that ν̌z,N (B) = ν̌z,N (−B) for
each Borel set B ⊂ R, and it is the symmetrized version of νz,N . Observe that∫

log t νz,N (dt) =
∫

log |t| ν̌z,N(dt).
Note that all of these are random measures. To study the behavior of μN , we will

find it more convenient to study ν̌z,N instead of νz,N , since the matrix H(R̂(N)
L −z) is

Hermitian. This approach is formalized in the following general proposition which
provides conditions under which the sequence of random measures (μN ) can be
approximated by some sequence (μN ) of deterministic measures.

Proposition 1.1. Assume that for almost every z ∈ C, the following two conditions
hold:

(1) With probability one, log | · | is uniformly integrable with respect to {ν̌z,N}N .
(2) There exists a tight sequence of deterministic symmetric probability measures

(ν̌z,N )N on R such that for each bounded and continuous function f : R → R∫
f dν̌z,N −

∫
f dν̌z,N

a.s.−−−−→
N→∞

0.

Then, there exists a tight sequence of deterministic probability measure (μN ) on C

such that for each bounded and continuous function f : C → C, we have∫
f dμN −

∫
f dμN

a.s.−−−−→
N→∞

0.

Moreover, the logarithmic potential of μN is

UμN
(z) = −

∫
log |t| ν̌z,N (dt).

This proposition is very close to [5, Lemma 4.3] (see also [11]). The proof of this
lemma can be adapted to our situation by considering converging subsequences of
(ν̌z,N )N .

2250053-6
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The uniform integrability condition needed in Proposition 1.1 is ensured by
Theorems 1.1 and 1.2 (again, see [5, Sec. 4.2] for the proof details). We are thus left
to consider the asymptotic properties of ν̌z,N with a goal to comply with Condition 2
of Proposition 1.1. Classically, the central object that is used for this is the resolvent
(in what follows z ∈ C is arbitrary)

Q(N)(z, η) = (H(R̂(N)
L − z) − ηI2N )−1

of H(R̂(N)
L − z) in the complex variable η ∈ C+ � {w ∈ C : w > 0}. The resolvent

Q(N)(z, ·) is a typical example of a so-called matrix Stieltjes transform. Before we
recall its nature, let us recall that the Stieltjes transform of any probability measure
ν on R is given by

gν(η) =
∫

R

1
λ− η

ν(dλ), η ∈ C\R.

The real and imaginary parts of a square matrix M are, respectively, given as

�M =
M +M∗

2
and M =

M −M∗

2ı
.

Given an integer m > 0, we let Mm
+ denote the set of matrices M ∈ C

m×m such
that M > 0.

The following result can be found in the literature dealing with the moment
problem and related topics, see, e.g. [4, pp. 64–65; 15; 19, Proposition 2.2 and
Appendix A].

Proposition 1.2 (Matrix Stieltjes transform). Let F : C+ → C
m×m be a

matrix-valued function. Then, the following facts are equivalent:

(1) F is the Stieltjes transform of an Hm
+ -valued measure μ on R such

that μ(R) = Im.
(2) F is analytic, F (η) ∈ Mm

+ for η ∈ C+, and −ıtF (ıt) converges to Im as t→ ∞.

Such an F is called a matrix Stieltjes transform. Let Sm denote the set of all
such m×m matrix Stieltjes transforms. It is known that if F ∈ Sm, then

(1) ‖F (η)‖ ≤ 1/η.
(2) m−1 trF (η) = gν(η) for some probability measure ν on R.

An illustration of (2) is provided by the resolvent we just defined: it can be checked
that

Q(N)(z, ·) ∈ S2N and gν̌z,N (η) = (2N)−1 trQ(N)(z, η).

In the remainder of this paper, whenever we write M ∈ C2N×2N as M =[M00 M01
M10 M11

]
, it is understood that the blocks Muv belong to CN×N . With this
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notation, we define the linear operator T : C2N×2N → C2×2 as

T

([
M00 M01

M10 M11

])
=

[
trM00/nN trM01/nN

trM10/nN trM11/nN

]
.

Given an integer L > 0, we also define the 2× 2 Hermitian unitary matrix function
UL on T as

UL(eıθ) =

[
e−ıLθ

eıLθ

]
.

The next technical result is on the existence of a unique solution for a functional
equation. It will be used to show that (ν̌z,N )N approximates (ν̌z,N )N . Denote as ⊗
the Kronecker product between matrices.

Theorem 1.3. Let Σ : T → HN
+ be a continuous function, and let z ∈ C. Given a

function M(η) ∈ S2N , the function displayed below is well-defined and belongs to
S2N as a function of η.

FΣ,z(M(η), η) =
(

1
2π

∫ 2π

0

(T ((I2 ⊗ Σ(eıθ))M(η)) + UL(eıθ))−1

⊗Σ(eıθ) dθ −
[
η z

z̄ η

]
⊗ IN

)−1

.

Moreover, the functional equation in the parameter η ∈ C+

P (z, η) = FΣ,z(P (z, η), η) (1.3)

admits a unique solution in the class P (z, ·) ∈ S2N . Write

P (z, ·) =

[
P00(z, ·) P01(z, ·)
P10(z, ·) P11(z, ·)

]
and Λ(dt) =

[
Λ00(dt) Λ01(dt)

Λ10(dt) Λ11(dt)

]
,

where Λ(dt) is the matrix measure whose matrix Stieltjes transform is P (z, ·), where
Pii(z, ·) is the Stieltjes transform of Λii(dt). The positive matrix measures Λ00 and
Λ11 are symmetric.

One consequence of this theorem is that the probability measure ζ on R such
that gζ(η) = (2N)−1 trP (z, η) is symmetric. In fact, it can be proved that

gζ(η) = N−1 trP00(z, η) = N−1 trP11(z, η).

The first part of the next theorem claims the tightness of (ν̌z,N)N . Later we shall
need the behavior of the difference (Q(N)(z, η) − G(N)(z, η)). This is captured in
the second part. The extra generality obtained by including the matrix D is not
necessary for the purposes of this work in which we use only the specific choice of
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2nd Reading

August 7, 2022 17:8 WSPC/S2010-3263 RMTA 2250053

Spectral measure of large empirical autocovariance matrices

D = I. However this will be useful to derive convergence and related properties of
(μN )N and (μN )N that we wish to pursue in future.

Theorem 1.4. Suppose Assumption 1.1 holds. Let G(N)(z, η) be the solution in
S2N , of the equation

G(N)(z, η) = FS(N),z(G
(N)(z, η), η),

as specified by Theorem 1.3. Let ν̌z,N be the symmetric probability measure on R

whose Stieltjes transform is

gν̌z,N
(η) =

1
2N

trG(N)(z, η).

Then, the sequence (ν̌z,N )N is tight.
Let D(N) ∈ C2N×2N be an arbitrary deterministic matrix such that ‖D(N)‖ = 1.

Then,

∀η ∈ C+,
1

2N
trD(N)(Q(N)(z, η) −G(N)(z, η)) a.s.−−−−→

N→∞
0. (1.4)

Taking D(N) = I, this theorem shows in particular that gν̌z,N (η) −
gν̌z,N

(η) a.s.−−−−→
N→∞

0. Since (ν̌z,N )N is tight, we have the following corollary, whose

proof employs well-known facts about scalar Stieltjes transforms (see, e.g. [27; 19,
Sec. 2]), and is omitted.

Corollary 1.1. The sequence (ν̌z,N )N of probability measures is tight with proba-
bility one. Furthermore, for each bounded and continuous function f : R → R, we
have ∫

fdν̌z,N −
∫
fdν̌z,N

a.s.−−−−→
N→∞

0.

We can now conclude by characterizing the asymptotic behavior of (μN ). The-
orems 1.1 and 1.2 provide the uniform integrability condition stated in Propo-
sition 1.1 (1), see, e.g. the derivations made in [5, Sec. 4.2]. Condition (2) in the
statement of Proposition 1.1 is ensured by Theorem 1.4 via its Corollary 1.1. There-
fore, thanks to Proposition 1.1, we obtain the following theorem.

Theorem 1.5. Suppose Assumptions 1.1–1.3 hold. Then, there exists a tight
sequence of deterministic probability measures (μN ) on C such that, for each
bounded and continuous function f : C → C,∫

f dμN −
∫
f dμN

a.s.−−−−→
N→∞

0.

The function log |·| is integrable with respect to ν̌z,N for each z 
= 0, and the measure
μN is defined by its logarithmic potential through the identity

UμN (z) = −
∫

log |t| ν̌z,N (dt).

2250053-9
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A natural issue is if can we say anything further about the behavior of (μN ). In
particular, its weak convergence in turn would ensure the weak convergence of (μN ).
An idea that goes back to [13] and which has been frequently used in the literature of
non-Hermitian matrices, connects the behavior of (μN ) to that of N−1 trG(N)

01 (z, ıt)
as t↘ 0. In the present context the details need some significant efforts. Since this
is outside the focus of this work, it will be pursued separately.

Incidentally, the above idea was applied in [7] to the particular case where
S(N)(eıθ) = IN . The connection of this paper with [7] is provided by the fol-
lowing corollary to Theorem 1.5. This corollary will be proved by showing that
N−1 trG(N)

01 (z, ıt) coincides with the analogue of this quantity that was computed
in [7].

Corollary 1.2. Assume that S(N)(eıθ) = IN , N/nN → γ > 0 as N → ∞, and
L = 1. Then the random sequence (μN ) converges weakly in the almost sure sense
to the deterministic probability measure μ on C described by [7, Theorem 2].

The remainder of the paper is organized as follows. Examples where Assump-
tions 1.2 and 1.3 hold, are provided in Sec. 2. Theorems 1.1 and 1.2 are proved in
Sec. 3. The results related to the behavior of the singular values, i.e. Theorems 1.3
and 1.4, are proved in Sec. 4. The proof of Corollary 1.2 will be sketched in this
section as well.

Notation. The indices of the elements of a vector or a matrix start from zero.
Given two integers k and m, we write [k : m] = {k, k+ 1, . . . ,m− 1}, this set being
empty if k ≥ m. We also write [m] = [0 : m]. Assume m > 0. For k ∈ [m], we denote
as em,k the kth canonical basis vector of Cm. When there is no ambiguity, we write
ek for em,k. Given a matrix M ∈ Cm×n, and two sets I ⊂ [m] and J ⊂ [n], we
denote as MI,J the |I| × |J | sub-matrix of M that is obtained by retaining the
rows of M whose indices belong to I and the columns whose indices belong to J .
We also write M·,J = M[m],J and MI,· = MI,[n]. Given a vector v ∈ Cm, we denote
by vI the C|I| sub-vector obtained by keeping the elements of v whose indices are
in I.

For any matrix M , M > 0 means that it is positive definite. The column span
of a matrix M is denoted by span(M). The orthogonal projection matrix onto
span(M) (respectively, onto the subspace orthogonal to span(M)) is denoted by
ΠM (respectively, Π⊥

M ). The spectral norm of a matrix and the Euclidean norm of
a vector are denoted by ‖ · ‖. The Hilbert–Schmidt norm of an operator will be
denoted ‖ ·‖HS. The notation M ≥ G where M and G are Hermitian matrices refers
to the semi-definite ordering of such matrices.

We write R+ = [0,∞). Suppose B is a Borel set of Rd. Then Leb(B) denotes
its Lebesgue measure. For any x ∈ Rd, dist(x,B) = infy∈B ||x − y||. For B in a
metric space E, VEρ (B) denotes its closed ρ-neighborhood. If the underlying space
E is clear, we simply write Vρ(B).
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The unit-sphere of Cm will be denoted as Sm−1. The set of vectors of Sm−1 that
are supported by the (index) set I ⊂ [m] will be denoted by S

m−1
I .

The probability and the expectation with respect to the law of the vector x will
be denoted by Px and Ex. The centered and circularly symmetric complex Gaussian
distribution with covariance matrix Σ will be denoted by NC(0,Σ).

2. Examples where Assumptions 1.2 and 1.3 are satisfied

In this section, we provide examples where the spectral density satisfies Assump-
tions 1.2 and 1.3. Consider the moving average MA(∞) model:

x
(N)
k = ξ

(N)
k +

∑
�≥1

A
(N)
� ξ

(N)
k−�, (2.1)

where ξ(N) = (ξ(N)
k )k∈Z is an i.i.d. process with ξ

(N)
k ∼ NC(0, IN ) and (A(N)

� )�≥1

is a sequence of deterministic matrices which satisfy the minimal requirement∑
�≥1 ‖A(N)

� ‖ <∞. The spectral density for this model is

S(N)(eıθ) =

⎛⎝IN +
∑
�≥1

eı�θA
(N)
�

⎞⎠⎛⎝IN +
∑
�≥1

e−ı�θ(A(N)
� )∗

⎞⎠ .
Let us look at some particular cases:

(i) First suppose that

lim sup
N

∑
�≥1

‖A(N)
� ‖ < 1.

Then it is obvious that both Assumptions 1.2 and 1.3 are satisfied and
sN−1(S(N)(z)) remains bounded away from zero when z runs through T.

(ii) Now consider the MA(1) case, so that A(N)
� = 0 for � ≥ 2, and suppose that we

only have supN ‖A(N)
1 ‖ < ∞. In this case, Assumptions 1.2 and 1.3, written

in terms of A(N)
1 are, respectively, (the log in the second expression is always

integrable),

∀κ ∈ (0, 1), ∃δ > 0, sup
N

Leb{z ∈ T : ‖(z −A
(N)
1 )−1‖ ≥ 1/δ} ≤ κ, and

(2.2a)

1
N

∫ 2π

0

log ‖(eıθ −A
(N)
1 )−1‖ dθ −−−−→

N→∞
0. (2.2b)

These conditions are closely connected with the pseudospectrum of A(N)
1 [39].

The Toeplitz matrices are among the matrices for which the pseudospectra are
well-understood. Suppose that A(N)

1 = [a(N)
k−�]0≤k,�≤N−1 is a Toeplitz matrix
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with the so-called symbol

fN (z) =
N−1∑

k=1−N
a
(N)
k zk.

Then, by the Brown and Halmos theorem [8, Theorem 4.29], Assumptions 1.2
and 1.3 are, respectively, satisfied if

∀κ ∈ (0, 1), ∃δ > 0, lim sup
N

Leb{z ∈ T : dist(eıθ, conv fN (T)) ≤ δ} ≤ κ,

and
1
N

∫ 2π

0

log dist(eıθ, conv fN(T)) dθ −−−−→
N→∞

0,

where conv denotes the convex hull of a set.
(iii) Another particular case of the model in (2.1) is the following. Assume that

N = MK where M and K are two positive integers. Assume that the matrices
A

(N)
� are block-diagonal matrices of the form

A
(N)
� = IM ⊗B

(K)
� ,

where B
(K)
� ∈ C

K×K . We also assume that b = supK
∑

�≥1 ‖B(K)
� ‖ < ∞.

The process ξ(N) consists of M i.i.d. streams of stationary processes each of
dimension K. Let us show that if M → ∞, then Assumption 1.3 is satisfied for
this process. Further if K is upper bounded, then Assumption 1.2 is satisfied.

The spectral density of each stream is Σ(K)(eıθ) = C(K)(eıθ)C(K)(eıθ)∗,
with C(K)(z) = IK +

∑
�≥1 z

�B
(K)
� on the unit-disk. It is well known that (see,

e.g. [30, Theorem 6.1]),

1
2π

∫ 2π

0

| log | detC(K)(eıθ)| 1
K |dθ

≤ 1
2π

∫ 2π

0

(det Σ(K)(eıθ))
1
K dθ − log | detC(K)(0)| 1

K

=
1
2π

∫ 2π

0

(det Σ(K)(eıθ))
1
K dθ.

By Hadamard’s inequality, the right-hand side is bounded by (1 + b)2. Thus,

| log sK−1(Σ(K)(eıθ))| ≤
∣∣∣∣∣
K−1∑
�=0

log s�(Σ(K)(eıθ))�s�(Σ(K)(eıθ))≤1

∣∣∣∣∣+ log(1 + b)2

≤
∣∣∣∣∣
K−1∑
�=0

log s�(Σ(K)(eıθ))

∣∣∣∣∣+ (K + 1) log(1 + b)2

= 2| log | detC(K)(eıθ)| | + (K + 1) log(1 + b)2,

2250053-12
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and we deduce from the last display that

1
2π

∫ 2π

0

| log sK−1(Σ(K)(eıθ))| dθ ≤ 2K(1 + b)2 + (K + 1) log(1 + b)2.

Since S(N)(eıθ) = IM ⊗ Σ(K)(eıθ), Assumption 1.3 is satisfied when M → ∞.
Furthermore, given a small δ > 0, we have

1
2π

∫ 2π

0

�sK−1(Σ(K)(eıθ))≤δ dθ ≤ 1
| log δ|

1
2π

∫ 2π

0

| log sK−1(Σ(K)(eıθ))| dθ

≤ 2K(1 + b)2 + (K + 1) log(1 + b)2

| log δ| .

This shows that Assumption 1.2 is satisfied if K is bounded.

3. Small Singular Values: Proofs of Theorems 1.1 and 1.2

3.1. Outline of the proofs

In the sequel, we shall most often omit the dependency on N in the notation for
simplicity. Writing n = nN , define the matrix

X = [x0 · · · xn−1] = n−1/2[x0 · · · xn−1] ∈ C
N×n

with xk ∈ CN being the kth column of X , and consider the n× n circulant matrix

J =

⎡⎢⎢⎢⎢⎢⎢⎣

0 1

1
. . .

. . . . . .

1 0

⎤⎥⎥⎥⎥⎥⎥⎦ .

Then, the sample autocovariance matrix R̂L can be rewritten as R̂L = XJLX∗.
Let the so-called n× n Fourier matrix F be defined as

F =
1√
n

[exp(2ıπk�/n)]n−1
k,�=0. (3.1)

Then J = FΩF∗, where

Ω = diag(ωk)n−1
k=0 and ω = exp(−2ıπ/n).

Furthermore, for k ∈ [n], let

yk =
1√
n

n−1∑
�=0

e2ıπk�x�
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be the discrete Fourier transform of the finite sequence (x0, . . . , xn−1), and define
the N × n matrix

Y = [y0 · · · yn−1] = XF ∈ C
N×n.

Then, we obviously have

R̂L = YΩLY ∗.

Note that the columns yk of Y are “almost” independent, since they are the discrete
Fourier transforms applied to a time window of a Gaussian stationary process. This
is why we shall heavily rely on the above expression of R̂L. Let us elaborate on this
point before entering the core of the proof. Write

yk = ỹk + y̌k, y̌k = E[yk|Yk],
the latter being the conditional expectation with respect to the σ-field σ(Yk) gen-
erated by the elements of the matrix Yk = [y0 · · · yk−1 yk+1 · · · yn−1] ∈ C

N×(n−1).
Write Sk = S(e2ıπk/n) for brevity, where we recall that S(eıθ) is the matrix spectral
density. Due to the Gaussianity, ỹk and Yk will be independent, and we shall prove
that

E[ỹkỹ∗k] � E[yky∗k] � Sk.

For this, as is frequently done in estimation theory for stationary processes, we shall
make use of the orthogonal matrix polynomial theory with respect to the matrix
measure (2π)−1S(eıθ)dθ on T. Assumption 1.3, which is reminiscent of the notion
of regular measures found in this literature [35, 36], will play a major role in our
analysis that will be presented in Sec. 3.2.

We now consider the proof of Theorem 1.1, starting with a well-known lineariza-
tion trick. Write

H =

[
Ω−L Y ∗

Y z

]
∈ C

(N+n)×(N+n).

By using the well-known formula for the inverse of a partitioned matrix that involves
the Schur complements (see [20, §0.7.3]), it follows that ‖(YΩLY ∗−z)−1‖ ≤ ‖H−1‖.
Hence

sN+n−1(H) ≤ sn−1(Y ΩLY ∗ − z), (3.2)

and the problem then is to control sN+n−1(H). A similar problem, considered in [40],
was that of the smallest singular value of a symmetric random matrix with iid
elements above the diagonal, see also [25]. Even though our matrix is quite different
from theirs, we borrow many of their ideas as well of their predecessors, such as [31].

First, it can be shown that for C > 0 large enough, P[‖Y ‖ ≥ C] is exponentially
small (Lemma 3.7) by using some standard Gaussian calculations. Then, as in these
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articles, the control over sN+n−1(H) will be provided on the event [‖Y ‖ ≤ C] . More
specifically, we will prove that, for some constant c > 0,

P[[sN+n−1(H) ≤ N−3/2t] ∩ [‖Y ‖ ≤ C]] ≤ εt+ exp(−cε2n).

The smallest singular value of H can be obtained from the variational charac-
terization

sN+n−1(H) = inf
u∈SN+n−1

‖Hu‖.

A well-established method to control the smallest singular value of a random matrix
is to study the action of this matrix on the so-called compressible and incompressible
vectors [23, 31]. Let θ, ρ ∈ (0, 1) be fixed. A vector in Sm−1 is called θ-sparse if it
does not have more than �θm� non-zero elements. Given θ, ρ ∈ (0, 1), we define the
set of (θ, ρ)-compressible vectors as

comp(θ, ρ) = S
m−1 ∩

⋃
I⊂[m]

|I|=
θm�

VC
m

ρ (Sm−1
I ).

In other words, this is the set of all unit vectors at a distance less or equal to ρ from
the set of the θ-sparse unit vectors. The set incomp(θ, ρ) of (θ, ρ)-incompressible
vectors is the complementary set Sm−1\comp(θ, ρ).

Getting back to the variational characterization, and writing u = [vT wT]T with
v ∈ Cn, we (roughly) define the set

S = {u ∈ S
N+n−1 : ‖v‖ ≤ a constant or v/‖v‖ is compressible},

and we write

sN+n−1(H) = inf
u∈S

‖Hu‖ ∧ inf
u∈SN+n−1\S

‖Hu‖. (3.3)

For the first infimum, we focus on the component v of the vector u because v

impacts the first n columns of H which are nearly independent. Relying on the
decomposition yk = ỹk + y̌k, we first show that P[‖Hu‖ ≤ c] is exponentially small
when v/‖v‖ is a sparse vector, and then we complete the analysis by an ε-net
argument.

The second infimum requires other arguments. Let hk be the kth column of H ,
and so Hk = [h0 · · ·hk−1 hk+1 · · ·hN+n−1] ∈ C(N+n)×(N+n−1). Following a by now
well-known idea of [31, Lemma 3.5], the infimum over the incompressible vectors
can be controlled by managing the distances dist(hk, Hk) between hk and span(Hk).
Given k ∈ [n], let Ωk = diag(ω�)� �=k ∈ C(n−1)×(n−1). Let

Gk =

[
Ω−L
k Y ∗

k

Yk z

]
∈ C

(N+n−1)×(N+n−1),
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and partition G−1
k as

G−1
k =

[
Ek Fk

Pk Dk

]
, Ek ∈ C

(n−1)×(n−1), Dk ∈ C
N×N .

Then, after some algebra, we get the following equation (similar to what was
obtained in [40]):

dist(hk, Hk) =
|ω−kL − y∗kDkyk|√

1 + ‖y∗kPk‖2 + ‖y∗kDk‖2
.

Let us assume temporarily that the y̌k are equal to zero. Restricting ourselves to
the indices k for which sN−1(Sk) ∼ 1 (which is allowed), we can show that for these
indices √

1 + ‖y∗kPk‖2 + ‖y∗kDk‖2 ∼ ‖S1/2
k DkS

1/2
k ‖HS. (3.4)

Consequently, the control of dist(hk, Hk) can be reduced to the control of the prob-
ability (with respect to the law of yk) that, y∗kDkyk/‖S1/2

k DkS
1/2
k ‖HS lies in a small

ball. Due to the Gaussian nature of yk, this task is easy and leads to a rate of N−1t

in the statement of Theorem 1.1.
Now consider the term that involves y̌k. Even though E‖y̌k‖2 is small, its inter-

dependence with (Pk, Dk) prevents us from obtaining an approximation similar
to (3.4). Its presence in fact is responsible for the N−3/2t term (instead of N−1t)
in the statement of Theorem 1.1.

The proof of Theorem 1.2 is laid out on a similar canvas. Let k ∈ [�Nβ�, �N/2�].
In Lemma 3.12, we show that the smallest singular value of H·,[N+n−k], is a lower
bound for sN−k−1(Y ΩLY ∗ − z). As in the proof of Theorem 1.1, this value can be
characterized through the action of H·,[N+n−k] on the compressible and incompress-
ible vectors. The former can be handled exactly as for H . The latter can also be
reduced to a distance problem, and indeed this term is easier to tackle than earlier,
thanks to the rectangular nature of H·,[N+n−k].

3.2. Statistical analysis of the process (yk)

Recall the decomposition yk = ỹk+ y̌k, with y̌k = E[yk |Yk]. We now derive approx-
imations for nE[yky∗k] and nE[ỹkỹ∗k]. Let R denote the Nn × Nn block-Toeplitz
matrix

R = E vecX(vecX)∗ =
1
n

⎡⎢⎢⎢⎢⎢⎢⎣

R0 R−1 R−n+1

R1
. . .

. . .

. . . . . . R−1

Rn−1 R1 R0

⎤⎥⎥⎥⎥⎥⎥⎦ =
1
n

[Rk−�]n−1
k,�=0.

(3.5)
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We also write the Fourier matrix F as

F =

⎡⎢⎢⎣
f0

...

fn−1

⎤⎥⎥⎦ ,
with fk ∈ C

1×n being the kth row of F, and we define the function

a(eıθ) =
[
1 e−ıθ · · · e−ı(n−1)θ

]T ∈ C
n.

From Eq. (1.2), we have

R =
1

2πn

∫ 2π

0

(a(eıθ) ⊗ IN )S(eıθ)(a(eıθ)∗ ⊗ IN ) dθ.

Observe that R is invertible, since the spectral density S(eıθ) is nontrivial, as is
well known. Indeed, the equation Ru = 0 with u = [uT

0 , . . . , u
T
n−1]

T being a non-
zero vector with u� ∈ CN would lead to the identity

∫ 2π

0 p(eıθ)∗S(eıθ)p(eıθ) dθ = 0
where p(z) =

∑n−1
�=0 z

�u� is a non-zero polynomial. We also have that ‖nR‖ ≤ M

from Assumption 1.1(ii) by a similar argument.

Lemma 3.1. Let Assumption 1.1 hold true. Then,

max
k∈[n]

‖nE[yky∗k] − S(N)(e2ıπk/n)‖ 0−−−−→
N→∞

.

Proof. Let k ∈ [n]. Since F = FT, we have yk = XFek = XfTk = (fk ⊗ IN ) vecX .
Hence,

nEyky
∗
k = n(fk ⊗ IN )R(f∗k ⊗ IN )

=
1
2π

∫ 2π

0

((fka(eıθ)) ⊗ IN )S(eıθ)((a(eıθ)∗f∗k) ⊗ IN ) dθ

=
1
2π

∫ 2π

0

|fka(eıθ)|2S(eıθ) dθ

=
1
2π

∫ 2π

0

Fn−1(θ − 2πk/n)S(eıθ) dθ, (3.6)

where Fn−1 is the Fejér kernel, defined as

Fn−1(θ) =
1
n

∣∣∣∣∣
n−1∑
�=0

eı�θ

∣∣∣∣∣
2

=
1
n

sin(nθ/2)2

sin(θ/2)2
. (3.7)

This kernel satisfies

1
2π

∫ 2π

0

Fn−1(θ) dθ = 1, and Fn−1(θ) ≤ n

(
π2

n2θ2
∧ π2

4

)
for θ ∈ [−π, π],
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see, e.g. [35, p. 136]. For an arbitrarily small number η > 0, we know by
Assumption 1.1(i) that there exists δ > 0 independent of k and N such that
‖S(eıθ)− S(e2ıπk/n)‖ ≤ η if |θ− 2πk/n| ≤ δ. Splitting the integral that appears on
the right side of (3.6) as

∫
|θ−2πk/n|≤δ +

∫
|θ−2πk/n|>δ and using the properties of the

Fejér kernel provided above, along with Assumption 1.1(ii), we obtain the result of
the lemma after some routine derivations.

The handling of nE[ỹkỹ∗k] is more involved.

Proposition 3.1. Let Assumptions 1.1 and 1.3 hold true. Then,

∀δ > 0,max
k∈[n]

‖nE[ỹkỹ∗k] − S(N)(e2ıπk/n)‖�S(N)(e2ıπk/n)≥δIN
−−−−→
N→∞

0.

Proof of Proposition 3.1.

The first step is to provide a single letter expression for E[ỹkỹ∗k]. This expression is
reminiscent of the formula to calculate the partial covariance of real-valued random
variables.

Lemma 3.2. For any given k ∈ [n],E[ỹkỹ∗k] = ((fk ⊗ I)R−1(f∗k ⊗ I))−1.

Proof. The covariance matrix E[ỹkỹ∗k] coincides with the conditional covariance
matrix cov(yk |Yk) of yk with respect to σ(Yk). Let Z0 and Z1 be two random
square integrable vectors with arbitrary dimensions. Writing

E

[
Z0

Z1

]
[Z∗

0 Z∗
1 ] =

[
Σ00 Σ01

Σ10 Σ11

]

with the block dimensions at the right-hand side being compatible with the dimen-
sions of Z0 and Z1, it is well known that cov(Z0 | Z1) = Σ00 − Σ01Σ−1

11 Σ10 when
Σ11 is invertible. Observe that

E vecY (vecY )∗ = E vec(XF)(vec(XF))∗ = (F ⊗ IN )R(F∗ ⊗ IN ).

Let Fk ∈ C(n−1)×n be the matrix that remains after taking the row fk out of F, and
let R1/2 be the Hermitian square root of R. Then

E[ỹkỹ∗k] = (fk ⊗ IN )R1/2(I(n−1)N −R1/2(F∗
k ⊗ IN )((Fk ⊗ IN )

×R(F∗
k ⊗ IN ))−1(Fk ⊗ IN )R1/2)R1/2(f∗k ⊗ IN )

= (fk ⊗ IN )R1/2Π⊥
R1/2(F∗

k⊗IN )R1/2(f∗k ⊗ IN ).

Let C be a positively oriented circle with center zero and a radius small enough so
that R has no eigenvalue in the closed disk delineated by C. This implies that the
positive definite matrix (Fk ⊗ I)R(F∗

k ⊗ I) does not have eigenvalues in this closed
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disk either. With this choice, the projection Π⊥
R1/2(F∗

k⊗IN )
can be expressed as a

contour integral, which leads us to write

E[ỹkỹ∗k] =
−1
2ıπ

∮
C
(fk ⊗ IN )R1/2(R1/2(F∗

k ⊗ IN )(Fk ⊗ IN )R1/2 − z)−1

×R1/2(f∗k ⊗ IN ) dz

=
−1
2ıπ

∮
C
(fk ⊗ IN )R1/2(R−R1/2(f∗k ⊗ IN )(fk ⊗ IN )R1/2 − z)−1

×R1/2(f∗k ⊗ IN ) dz.

Let Q(z) = (R− z)−1 when z ∈ C is not an eigenvalue of R, and let

Σ(z) = (fk ⊗ IN )R1/2Q(z)R1/2(f∗k ⊗ IN ) = IN + z(fk ⊗ IN )Q(z)(f∗k ⊗ IN ).

Now, using the Sherman–Morrison–Woodbury formula, we get

E[ỹkỹ∗k] =
−1
2ıπ

∮
C
(Σ(z) + Σ(z)(IN − Σ(z))−1Σ(z))dz

=
1

2ıπ

∮
C
z−1((fk ⊗ IN )Q(z)(f∗k ⊗ IN ))−1dz

= ((fk ⊗ IN )R−1(f∗k ⊗ IN ))−1,

where the last equality is obtained by expressing Q(z) in terms of the spectral
decomposition of R and by using that (2ıπ)−1

∮
C z

−1(λ − z)−1dz = λ−1 when λ is
outside the closed disk enclosed by C.

We now reinterpret the expression provided by this lemma in the light of the
matrix orthogonal polynomial theory. Let us quickly review some of the basic results
of this theory. For the proofs of these results, the reader may consult [12].

For each N , consider the N ×N matrix-valued measure �N defined on T as

d�N (θ) =
1
2π
S(N)(eıθ)dθ.

Given two CN×N matrix-valued polynomials F,G, we define the N × N matrix
sesquilinear function 〈〈F,G〉〉�N with respect to �N as

〈〈F,G〉〉�N =
∫ 2π

0

F (eıθ)∗d�N (θ)G(eıθ).

We now define the sequence (Φ�N

� )�=0,1,2,... of matrix orthogonal polynomials with
respect to 〈〈·, ·〉〉�N . The following conditions, which are analogous to a Gram–
Schmidt orthogonalization, are enough to define this sequence:

• Φ�N

� (z) is a CN×N -valued monic matrix polynomial of degree �, and is thus
written as Φ�N

� (z) = z�IN + lower order coefficients.
• For each � ≥ 1, the relation 〈〈Φ�N

� , zk〉〉�N = 0 holds for k = 0, 1, . . . , �− 1.
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Since S(N) is nontrivial, the matrix 〈〈Φ�N

� ,Φ�N

� 〉〉�N is positive definite for each
� ∈ N. Thus, one can define the sequence (ϕ�N

� )�∈N of the normalized versions of
the polynomials Φ�N

� as

ϕ�N

� (z) = Φ�N

� (z)κ�N

� ,

where the matrices (κ�N

� )�∈N are chosen in such a way that 〈〈ϕ�N

� , ϕ�N

k 〉〉�N = �k=�IN .
This identity determines the matrices κ�N

� up to a right multiplication by a unitary
matrix, the convenient choice of which is specified in [12, § 3.2] and is not relevant
here.

The Christoffel–Darboux (CD) kernel of order � for the measure �N is defined
for z, u ∈ C as

K�N

� (z, u) =
�∑

k=0

ϕ�N

k (z)ϕ�N

k (u)∗. (3.8)

This function is a reproducing kernel, in the sense that for each matrix polynomial
P (z) with degree less or equal to �, the following equation holds and defines the
kernel K�N

� : ∫ 2π

0

K�N

� (z, eıθ)d�N (θ)P (eıθ) = P (z).

The CD kernel K�N

� (eıθ, eıθ) is invertible, and it satisfies the following variational
formula: for each θ ∈ [0, 2π) and for each N ×N matrix polynomial P (z) of degree
at most �, with

P (eıθ) = IN ,

it holds that

〈〈P, P 〉〉�N ≥ K�N

� (eıθ, eıθ)−1, (3.9)

with equality if and only if P (z) = P �N ,θ
� (z), with

P �N ,θ
� (z) = K�N

� (z, eıθ)K�N

� (eıθ, eıθ)−1. (3.10)

Getting back to our problem, it turns out that our covariance matrix E[ỹkỹ∗k] can
be very simply expressed in terms of a CD kernel:

Lemma 3.3. E[ỹkỹ∗k] = K�N

n−1(e
2ıπk/n, e2ıπk/n)−1.

Proof. With Lemma 3.2 at hand, this result is an instance of a well-known result,
see, e.g. [21] for the scalar measure case. We reproduce its proof for completeness.
Let P (z) =

∑n−1
k=0 z

kPk be an arbitrary N × N matrix polynomial of degree at
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most n− 1. Stack the coefficients of P in the matrix P = [PT
0 · · · PTn−1]

T, so that
P (eıθ) = (a(eıθ)∗ ⊗ IN )P. We have

1
2πn

∫ 2π

0

(a(eıθ)∗ ⊗ IN )R−1(a(eıψ) ⊗ IN )S(eıψ)P (eıψ) dψ

= (a(eıθ)∗ ⊗ IN )R−1

(
1

2πn

∫ 2π

0

(a(eıψ) ⊗ IN )S(eıψ)(a(eıψ)∗ ⊗ IN ) dψ
)

P

= (a(eıθ)∗ ⊗ IN )R−1RP

= P (eıθ).

From the uniqueness of the CD kernel as a reproducing kernel, we thus obtain that

n−1(a(eıθ)∗ ⊗ IN )R−1(a(eıψ) ⊗ IN ) = K�N

n−1(e
ıθ, eıψ).

The result follows upon observing that fk = n−1/2a(e2πık/n)∗.

Now, Proposition 3.1 will be obtained by studying the asymptotics of the CD
kernel, a subject with a rich history in the literature of orthogonal polynomials.
These asymptotics are well understood in the case where the underlying measure
has a so-called regularity property à la Stahl and Totik [36] (see [35] for an extensive
treatment of these ideas). We adapt the approach detailed in [35, §2.15 and §2.16],
to the matrix measure case. This will consist of two main steps:

• We show that the polynomial P �N ,θ
n−1 , for which the variational inequality (3.9)

for � = n− 1 is an equality, satisfies

max
θ,ψ∈[0,2π)

‖P �N ,θ
n−1 (eıψ)‖ ≤ enεN with 0 ≤ εN → 0. (3.11)

This is where Assumption 1.3 comes into play.
• With the help of the variational characterization of the CD kernel, and by

making use of the previous result coupled with a matrix version of the so-
called Nevai’s trial polynomial technique [24, 35], we show that

∀ε, δ > 0, ∃N0 ∈ N, ∀N > N0, ∀θ0 ∈ [0, 2π), S(N)(eıθ0) ≥ δIN

⇒ nK�N

n−1(e
ıθ0 , eıθ0)−1 ≥ (1 − ε)S(N)(eıθ0). (3.12)

In the following derivations, the sequence εN → 0 can change from one display to
another.

For a given N ∈ N\{0}, consider the scalar measure ζN on T defined as

dζN (θ) =
1
2π
sN−1(S(N)(eıθ)) dθ.
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Consider the sesquilinear form on the scalar polynomials

〈f, g〉ζN =
∫ 2π

0

f(eıθ)∗g(eıθ) dζN (eıθ),

and denote as (bζN

� )�∈N the sequence of monic orthogonal polynomials with respect
to 〈·, ·〉ζN , which are the analogues of the Φ�N

� above. Let τζN

� = 〈bζN

� , bζN

� 〉ζN , and

consider the orthonormal polynomials (βζN

� )�∈N defined as βζN

� (z) = bζN

� (z)/
√
τζN

�

(these are the analogues of the ϕ�N

� ). To establish (3.11), we first show that

max
�∈[n]

max
θ∈[0,2π)

|βζN

� (eıθ)| ≤ enεN with εN ≥ 0, εN → 0. (3.13)

Write

σ2
N = τζN

0 =
∫ 2π

0

dζN (eıθ) =
1
2π

∫ 2π

0

sN−1(S(N)(eıθ))dθ.

The sequence (τζN

� )� satisfies the recursion τζN

�+1 = (1 − |α�|2)τζN

� , thus, τζN

�+1 =
σ2
N

∏�
k=0(1 − |αk|2), where (α�)∞�=0 is the sequence of the so-called Verblunsky’s

coefficients associated to the measure ζN [35, §1.7 and §1.8]. Moreover, by the
celebrated Szegö’s theorem [35, Theorem 1.8.6], the non-increasing sequence (τζN

� )�
converges as �→ ∞ towards exp((2π)−1

∫ 2π

0 log sN−1(S(N)(eıθ)) dθ).
From this, we first deduce with the help of Assumption 1.1(ii) that there is a

constant C > 0 such that

C ≥ σ2
N ≥ τζN

n−1 ≥ exp
(

1
2π

∫ 2π

0

log sN−1(S(N)(eıθ))dθ
)
.

Furthermore, by inspecting the proof of [35, Theorem 2.15.3], in particular,
Inequality (2.15.21) of that proof, and by using in addition Inequalities (2.15.13)
then (2.15.15) of [35], we get that for |z| > 1,

max
�∈[n]

|bζN

� (z)|
|z|� ≤ exp

(
n−1∑
k=0

|αk|
)

≤ exp

⎛⎝ 1
n

√√√√ 1
n

n−1∑
k=0

|αk|2
⎞⎠

≤ exp

⎛⎝ 1
n

√√√√− 1
n

log
n−1∏
k=0

(1 − |αk|2)
⎞⎠

= exp

(
n

√
1
n

(− log τζN
n + log σ2

N )

)
.
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Thus, since

1
n

logC ≥ 1
n

log σ2
N ≥ 1

n
log τζN

n ≥ 1
2πn

∫ 2π

0

log sN−1(S(N)(eıθ))dθ,

we obtain from Assumption 1.3 that there exists a non-negative sequence εN →N 0
such that

max
�∈[n]

|bζN

� (z)|
|z|� ≤ exp(nεN ).

By the maximum principle, for any θ ∈ [0, 2π), any � ∈ [n] and any r > 1,

|βζN

� (eıθ)| = (τζN

� )−1/2|bζN

� (eıθ)| ≤ (τζN
n )−1/2 sup

ψ∈[0,2π)

|bζN

� (reıψ)|

≤ r�(τζN
n )−1/2 exp (nεN) ,

and by Szegö’s theorem and Assumption 1.3 again, we obtain (3.13) by choosing r
as close to one as desired.

Proceeding, we now consider the matrix measure dζN (eıθ) ⊗ IN =
(2π)−1sN−1(S(N)(eıθ))INdθ, equipped with the sesquilinear function

〈〈F,G〉〉ζN ⊗IN =
1
2π

∫ 2π

0

sN−1(S(N)(eıθ))F ∗(eıθ)G(eıθ)dθ.

It is clear that the �th normalized orthogonal polynomial for 〈〈·, ·〉〉ζN⊗IN is
βζN

� (z)IN , and the associated �th CD kernel is

KζN⊗IN

� (z, u) =
�∑

k=0

βζN

k (z)(βζN

k (u))∗IN .

Obviously, for each Borel set A ⊂ [0, 2π), ζN (A)IN ≤ �N (A) in the semi-definite
ordering. Therefore, by the variational characterization of the CD kernels, we have

KζN⊗IN

n−1 (eıθ, eıθ) ≥ 〈〈P �N ,θ
n−1 , P

�N ,θ
n−1 〉〉−1

ζN⊗IN
≥ 〈〈P �N ,θ

n−1 , P
�N ,θ
n−1 〉〉−1

�N

= K�N

n−1(e
ıθ, eıθ)

for all θ ∈ [0, 2π). Recalling the definition (3.8) of the kernel K�N

� (z, u), we obtain
from Inequality (3.13) that

max
�∈[n]

max
θ∈[0,2π)

‖ϕ�N

� (eıθ)‖ ≤ enεN with 0 ≤ εN → 0.

Also notice that

K�N

n−1(e
ıθ, eıθ) ≥ ϕ�N

0 (eıθ)ϕ�N

0 (eıθ)∗ =
(∫ 2π

0

d�N (θ)
)−1

= (R(N)
0 )−1.

Thus, using Assumption 1.1(ii) and recalling Definition (3.10) of the polynomials
P �N ,θ
� , we obtain the bound (3.11).
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We now prove (3.12). Let δ > 0 and θ0 ∈ (0, 2π) be such that S(N)(eıθ0) ≥ δIN .
Consider the matrix measure

dςN (θ) =
1
2π
S(N)(eıθ0) dθ.

The CD kernels for this measure are constant and satisfy the identity
�KςN

�−1(e
ıθ, eıθ)−1 = S(N)(eıθ0) for each integer � > 0, as can be checked by the

direct calculation of the orthogonal polynomials for dςN (θ), or by the applica-
tion of Lemmas 3.2 and 3.3, with the blocks of the matrix R being replaced with
Rk = �k=0S

(N)(eıθ0).
Let η > 0 be an arbitrarily small number. By Assumption 1.1(i), we can choose

h > 0 small enough so that for each N > 0, w(S(N), h) < ηδ. Let θ ∈ [θ0−h, θ0+h].
Then, for each vector u ∈ CN with ‖u‖ = 1, we have

u∗S(N)(eıθ)u = u∗S(N)(eıθ0)u
(

1 +
u∗(S(N)(eıθ) − S(N)(eıθ0))u

u∗S(N)(eıθ0)u

)
,

and hence,

∀θ ∈ [θ0 − h, θ0 + h], S(N)(eıθ0) ≤ (1 + 2η)S(N)(eıθ).

The degree one polynomial q(z) = 0.5(ze−ıθ0 + 1) can be easily shown to satisfy
q(eıθ0) = supθ |q(eıθ)| = 1, and supθ−θ0∈[−π,π),|θ−θ0|≥h |q(eıθ)| = cos(h/2) < 1. Let
η̃ > 0 be arbitrarily small, and let m = n−1+�nη̃�. Consider the “trial polynomial”
Qm(eıθ) = P �N ,θ0

n−1 (eıθ)q(eıθ)
nη̃� with degree m. This polynomial has the following
features:

• Qm(eıθ0) = IN .
• By Assertion (3.11) that we just proved, for θ− θ0 ∈ [−π, π), |θ− θ0| ≥ h, for all

large N ,

‖Qn(eıθ‖ ≤ | cos(h/2)|nη̃‖P �N ,θ0
n−1 (eıθ)‖ ≤ | cos(h/2)|nη̃/2.

By the variational characterization of the CD kernels, we have

1
m+ 1

S(N)(eıθ0) = (KςN
m (eıθ0 , eıθ0))−1

= 〈〈P ςN ,θ0m , P ςN ,θ0m 〉〉ςN
≤ 〈〈Qm, Qm〉〉ςN
≤ (1 + 2η)

∫
θ:|θ−θ0|≤h

Qm(eıθ)d�N (θ)Qm(eıθ)∗

+
∫
θ:|θ−θ0|>h

Qm(eıθ)dςN (θ)Qm(eıθ)∗

2250053-24



2nd Reading

August 7, 2022 17:8 WSPC/S2010-3263 RMTA 2250053

Spectral measure of large empirical autocovariance matrices

≤ (1 + 2η)〈〈P �N ,θ0
n−1 , P �N ,θ0

n−1 〉〉�N + | cos(h/2)|nη̃M
= (1 + 2η)K�N

n−1(e
ıθ0 , eıθ0)−1 + | cos(h/2)|nη̃M .

Since η and η̃ are arbitrary, Assertion 3.12 holds true.
We now have all the elements to complete the proof of Proposition 3.3. Let

k ∈ [n] be such that S(N)(e2ıπk/n) ≥ δIN . Thanks to Lemma 3.3, we can replace
K�N

n−1(e
ıθ0 , eıθ0)−1 for θ0 = 2πk/n with Eỹkỹ

∗
k in Assertion 3.12. This provides a

lower bound on Eỹkỹ
∗
k. To obtain an upper bound on this matrix, we recall that ỹk

and y̌k are independent, resulting in Eỹkỹ
∗
k ≤ Eyky

∗
k, and use Lemma 3.1.

This completes the proof of Proposition 3.1. We note for completeness that
we could have established the upper bound by using a Nevai’s polynomial trial
technique as well.

3.3. Technical results needed in the proofs of Theorems 1.1 and 1.2

The following lemma can be proved similarly to, e.g. [41, Corollary 4.2.13].

Lemma 3.4 (Covering number). Let U ⊂ Cm be a k-dimensional subspace.
Given ρ > 0, there exists a ρ-net of the Euclidean unit-ball of U with a cardinality
bounded above by (3/ρ)2k.

Lemma 3.5. Let a0, . . . , am−1 be non-negative real numbers such that there exist
0 < c ≤ C for which c ≤ m−1

∑
ak, and max ak ≤ C. Given x ∈ (0, c], the set

I(x) ⊂ [m] defined as

I(x) = {k ∈ [m] : ak > x}
satisfies

|I| ≥ c− x

C − x
m.

Proof. We have C|I| ≥∑k∈I ak ≥ mc−∑k∈Ic ak ≥ mc− (m− |I|)x, hence the
result.

For any random vector ξ = [ξ0, . . . , ξm−1]T ∈ Cm, Lévy’s anti-concentration
function is defined for t > 0 as

L(ξ, t) = sup
d∈Cm

P[‖ξ − d‖ ≤ t]

(when the probability P above is taken with respect to some random vector x,
we denote the associated Lévy’s anti-concentration function as Lx(ξ, t)). Assuming
that the elements ξ� of ξ are independent, letting k ∈ [m], and defining ξ(k) =
[ξ0, . . . , ξk]T, the following restriction result is well-known [31, Lemma 2.1].

L(ξ, t) ≤ L(ξ(k), t).
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We shall need the following rather standard results on Gaussian vectors.

Lemma 3.6 (Norm and anti-concentration results for Gaussian vectors).
Let ξ = [ξ0, . . . , ξN−1]T ∼ NC(0, IN ), and let Σ be an N × N covariance matrix.
Then:

(1) For t > 0, it holds that P[‖Σ1/2ξ‖ ≥ √
2Nt] ≤ exp(−(t/‖Σ‖ − 1)N).

Assume that sm−1(Σ) ≥ α for some m ∈ [N ] and some α > 0. Then:
(2) There exists a constant c3.6,2 > 0 such that P[‖Σ1/2ξ‖ ≤ √

αm/2] ≤
exp(−c3.6,2m).

(3) There exists a constant C3.6,3 > 0 such that for each deterministic non-zero
matrix M ∈ CN×N and each deterministic vector a ∈ CN ,

L((ξ + a)∗M(ξ + a)/‖M‖HS, t) ≤ C3.6,3t

(4) There exists a constant C3.6,4 = C3.6,4(α) > 0 such that L(Σ1/2ξ,
√
mt) ≤

(C3.6,4t)
m.

(5) For each non-zero deterministic matrix M ∈ CN×N ,

P[‖Mξ‖2 ≥ t‖M‖2
HS] ≤ exp(1 − t/2).

This lemma is proved in the appendix.
The following results specifically concern our matrix model. The first one will

be needed to bound the spectral norm of our matrix Y .

Lemma 3.7 (Spectral norm of Y ). Let Assumption 1.1(ii) hold true. Then,
there are two constants c3.7, c

′
3.7 > 0 such that for each t ≥ c′3.7,

P[‖Y ‖ ≥ t] ≤ exp(−c3.7Nt2).

Proof. Since Y = XF, it is enough to prove the lemma for X . By a standard ε-net
argument (see [37, Lemma 2.3.2]), we know that

P[‖X‖ ≥ t] ≤
∑
u∈N

P[‖Xu‖ ≥ t/2],

where N is a 1/2–net of Sn−1. Let u ∈ N . Observing that Xu ∼ NC(0, (uT ⊗
IN )R(ū ⊗ IN )), and recalling that n‖R‖ ≤ M , Lemma 3.6(1) shows that

P[‖Xu‖ ≥ t/2] ≤ exp
(
−
(

t2n

8MN

)
− 1
)
N).

By Lemma 3.4 and the union bound, we thus have that

P[‖X‖ ≥ t] ≤ exp
(
−
(

t2n

8MN
− 1
)
N + (2 log 6)n

)
.

Choosing t large enough and using (1.1), we get the result.
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We shall need to use a discrete frequency counterpart of Assumption 1.2:

Lemma 3.8. Let Assumptions 1.1(i) and 1.2 hold true. Given N ∈ N\{0} and
α > 0, let Cgood(α) be the subset of [n] defined as

Cgood(α) = {k ∈ [n] : S(e2ıπk/n) ≥ αIN}.

Then,

∀κ ∈ (0, 1), ∃α > 0, |Cgood(α)| ≥ (1 − κ)n for all large N.

Proof. Let us identify a set I ⊂ [n] with the discretization of the unit-circle T

given as {exp(2ıπk/n) : k ∈ I}, and let us also denote any of these two sets as I.
Given a small real number h > 0, let VT

h (I) be the closed h-neighborhood of I on
T equipped with the curvilinear distance. We shall show that

|I| ≤ n

2π
Leb(VT

h (I)) +
π

h
. (3.14)

We first observe that VT

h (I) consists of a finite number of disjoint closed arcs,
the length of each arc being greater or equal to 2h. Given ϕ0 ∈ [0, 2π) and ϕ1 ∈
[ϕ0 +2h, ϕ0+2h+2π), let {eıϕ : ϕ0 ≤ ϕ ≤ ϕ1} be one such arc. Then, there are two
integers kmin ≤ kmax in I such that 2kminπ/n = ϕ0 +h and 2kmaxπ/n = ϕ1−h, and
all the elements of I in this arc belong to the set {kmin, . . . , kmax}. Since there are at
most kmax−kmin+1 = n(ϕ1−ϕ0)/(2π)−nh/π+1 of these elements, and furthermore,
since VT

h (I) consists of at most �π/h� arcs, we obtain the inequality (3.14).
Fix an arbitrary κ ∈ (0, 1). By Assumption 1.2, there exists δ > 0 such that

the set B = {z ∈ T : sN−1(S(z)) ≤ δ} satisfies Leb(B) ≤ κπ. Let α = δ/2, and
assume that the set Cbad(α) = [n]\Cgood(α) is non-empty (otherwise the result of the
lemma is true). Relying on Assumption 1.1(i), let h > 0 be such that w(S, h) ≤ α

for all N . Let k ∈ Cbad(α). By the Wielandt–Hoffmann theorem and the triangle
inequality, sN−1(S(eıθ)) ≤ δ for each θ such that |θ − 2πk/n| ≤ h. In other words,
VT

h (Cbad(α)) ⊂ B. By inequality (3.14), we thus obtain that

|Cbad(α)| ≤ n

2
κ+

π

h
,

which implies that |Cbad(α)| ≤ κn for all large n.

We now enter the proofs of Theorems 1.1 and 1.2. Given C > 0, we denote as
Eop(C) the event

Eop(C) = [‖Y ‖ ≤ C].

In the remainder of this section, the constants will be referred to by the letters
c, a, or C, possibly with primes or numerical indices that refer generally to the
statements (lemmas, propositions, ...) where these constants appear for the first
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time. These constants do not depend on N . The typical statements where they
appear are of the type

P[[· · · ≤ a] ∩ Eop(C)] ≤ C′a+ exp(−cN),

or others in the same vein. Often, such inequalities hold true for all N large enough.
This detail will not always be mentioned.

3.4. Proof of Theorem 1.1

As mentioned in Sec. 3.1, our starting point for proving Theorem 1.1 is the varia-
tional characterization (3.3).

3.4.1. Compressible vectors

In the following statement and in the proof, the vectors u ∈ SN+n−1 will always
take the form u = [vT wT]T with v ∈ Cn.

Proposition 3.2 (Compressible vectors). There exist constants θ3.2, ρ3.2,

C3.2 ∈ (0, 1), and a3.2, c3.2 > 0 such that, for the set

S := {u ∈ S
N+n−1 : ‖v‖ ≤ C3.2 or v/‖v‖ ∈ comp(θ3.2, ρ3.2)}

(here v/‖v‖ = 0 if v = 0), we have

P[[ inf
u∈S

‖Hu‖ ≤ a3.2] ∩ Eop(C)] ≤ exp(−c3.2n).

Proof. For each u ∈ SN+n−1 the inequality ‖Hu‖ ≤ a for a > 0 implies

‖Y v + zw‖ ≤ a, (3.15a)

‖Ω−Lv + Y ∗w‖ ≤ a. (3.15b)

Take a = |z|/2. On the event Eop(C), we obtain from (3.15a) that

|z|/2 ≥ |z|‖w‖ − ‖Y ‖‖v‖ ≥ |z|(1 − ‖v‖) − C‖v‖,
since

√
1 − x2 ≥ 1 − x on [0, 1]. Hence

‖v‖ ≥ C3.2 � |z|/2
|z| + C

,

which trivially implies that

P[[ inf
u∈SN+n−1:‖v‖<C3.2

‖Hu‖ ≤ |z|/2] ∩ Eop(C)] = 0.

Let I ⊂ [n] be such that |I| = �θ3.2n�, where θ3.2 will be chosen later. Let VI ⊂ Cn

be the set of vectors v such that ‖v‖ ∈ [C3.2, 1] and v/‖v‖ ∈ S
n−1
I . Let v be a

deterministic vector in VI , and define the random vector w = −z−1Y v. Writing
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u = [vT wT]T, we shall show that there exists a constant c > 0 such that for all
t > 0 small enough,

P[[‖Hu‖ ≤ t] ∩ Eop(C)] ≤ (ct)n. (3.16)

On the event Eop(C), we have

C

|z| ≥ ‖w‖ ≥ ‖Y ∗w‖
‖Y ‖ =

‖Y ∗w + Ω−Lv − Ω−Lv‖
‖Y ‖

≥ ‖v‖ − ‖Y ∗w + Ω−Lv‖
‖Y ‖

≥ C3.2 − ‖Y ∗w + Ω−Lv‖
C

.

By the choice of w, we have [‖Hu‖ ≤ t] = [‖Ω−Lv + Y ∗w‖ ≤ t]. Assume that
t ≤ C3.2/2, and define the interval J = [C3.2/(2C), C/|z|]]. Then,

[‖Hu‖ ≤ t] ∩ Eop(C)] ⊂ [‖w‖ ∈ [(C3.2 − t)/C,C/|z|]] ⊂ [‖w‖ ∈ J ].

If J = ∅, then the inequality (3.16) holds trivially. Otherwise, we write

P[[‖Hu‖ ≤ t] ∩ Eop(C)] ≤ P[[‖(Y·,Ic)∗w‖ ≤ t] ∩ [‖w‖ ∈ J ]],

and for each � ∈ Ic, we write

y� = ỹ� + y̌� where y̌� = E[y� |Y·,I ].

Similarly, we write

Y·,Ic = Ỹ·,Ic + Y̌·,Ic where Y̌·,Ic = E[Y·,Ic |Y·,I ].

Since w is σ(Y·,I) measurable, the variables Ỹ·,Ic and w are independent, and we
get from the last inequality that

P[[‖Hu‖ ≤ t] ∩ Eop(C)] ≤ sup
w:‖w‖∈J

L
eY·,Ic

((Ỹ·,Ic)∗w, t).

For each deterministic vector w such that ‖w‖ ∈ J , we thus need to consider
the probability law of the Gaussian vector (Ỹ·,Ic)∗w by studying its covariance
matrix Σ = nE(Ỹ·,Ic)∗ww∗Ỹ·,Ic . We first bound the spectral norm of Σ. Writing
(Y·,Ic)∗w = (I|Ic| ⊗ wT)vec(Ỹ·,Ic), we have

Σ = n(I|Ic| ⊗ wT)Evec(Ỹ·,Ic) vec(Ỹ·,Ic)T(I|Ic| ⊗ w̄),

thus,

ΣT = n(I|Ic| ⊗ w∗)E vec(Ỹ·,Ic) vec(Ỹ·,Ic)∗(I|Ic| ⊗ w)

≤ n(I|Ic| ⊗ w∗)E vec(Y·,Ic) vec(Y·,Ic)∗(I|Ic| ⊗ w)
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in the semidefinite ordering. Using that Y = XF, we have vec(Y·,Ic) = ((F·,Ic)T ⊗
IN ) vec(X), thus,

ΣT ≤ n((F·,Ic)T ⊗ w∗)R(F·,Ic ⊗ w),

which shows that

‖Σ‖ ≤ M‖w‖2 ≤ Cmax = MC2/|z|2.

Recall that y� = ỹ�+ y̌�, and observe that σ(Y·,I) ⊂ σ(Y�) for each � ∈ Ic. Therefore,
for an arbitrary deterministic vector u ∈ CN , we have by Jensen’s inequality

E[|u∗y̌�|2] = E[|E[u∗y�|Y·,I ]|2] = E[|E[E[u∗y� |Y�]|Y·,I ]|2]
≤ E[|E[u∗y�|Y�]|2]
= E[|u∗y̌�|2]

for such �. Since

Ey�y
∗
� = Eỹ�ỹ

∗
� + Ey̌�y̌

∗
� = Eỹ�ỹ

∗
� + Ey̌�y̌

∗
� ,

we get from the previous inequality that

Eỹ�ỹ
∗
� ≤ Eỹ�ỹ

∗
� .

Choosing θ3.2 ≤ 1/4, we have that |Ic| ≥ 3n/4. By Lemma 3.8, there exists α > 0
such that |Ic ∩ Cgood(α)| ≥ n/2. With this, we have

trΣ = nw∗
EỸ·,Ic(Ỹ·,Ic)∗w = n

∑
k∈Ic

w∗
Eỹkỹ

∗
kw ≥ n

∑
k∈Ic∩Cgood

w∗
Eỹkỹ

∗
kw.

By Proposition 3.1, we thus obtain that for all large N ,

tr Σ ≥ α

2
|Ic ∩ Cgood|‖w‖2 ≥ n

α

4
C2

3.2

4C2
.

Write Cmin = αC2
3.2n/(16C2|Ic|), and let k be the largest integer in [|Ic|] such that

sk−1(Σ) ≥ Cmin/2. Then, we obtain from Lemma 3.5 that

k ≥ Cmin

2Cmax − Cmin
|Ic| ≥ Cmin

2Cmax − Cmin

3n
4
.

With this at hand, we can deduce Inequality (3.16) from Lemma 3.6(4).
Now, still fixing I and t as above, set ρ3.2 as

ρ3.2 =
t

3 + C|z|−1(2C + 1)
.
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Set a3.2 = (|z|/2)∧ ρ3.2, and let u = [vT wT]T ∈ SN+n−1 be such that v ∈ VC
n

ρ3.2
(VI)

and ‖Hu‖ ≤ a3.2. Let Kρ3.2 be a ρ3.2-net of VI . By Lemma 3.4, we can choose
Kρ3.2 in such a way that |Kρ3.2 | ≤ (3/ρ3.2)2θ3.2n. By the triangle inequality, there is
v ∈ Kρ3.2 such that ‖v − v‖ ≤ 2ρ3.2. Let w = −z−1Y v, and write u = [vT wT]T.
Since ‖Y v + zw‖ ≤ ρ3.2 by (3.15a), we have

‖Y (v − v) + z(w − w)‖ ≤ ρ3.2.

Thus, on the event Eop(C),

‖w − w‖ ≤ |z|−1(ρ3.2 + 2ρ3.2‖Y ‖) ≤ |z|−1(ρ3.2 + 2ρ3.2C).

From the inequality ‖Ω−Lv + Y ∗w‖ ≤ ρ3.2 (see (3.15b)), we get

‖Ω−Lv + Y ∗w + Ω−L(v − v) + Y ∗(w − w)‖ ≤ ρ3.2.

Thus,

‖Ω−Lv + Y ∗w‖ ≤ (3 + C|z|−1(1 + 2C))ρ3.2 = t.

This implies that ‖Hu‖ ≤ t. As a consequence,

[∃u ∈ S
N+n−1 : v ∈ Vρ3.2(VI), ‖Hu‖ ≤ a3.2] ⊂ [∃v ∈ Kρ3.2 :

‖H [vT,−z−1(Y v)T]T‖ ≤ t].

Applying the union bound and using Inequality (3.16), we therefore get that

P

[[
inf

u∈SN+n−1:‖v‖≥C3.2,v∈Vρ3.2(VI)
‖Hu‖ ≤ a3.2

]
∩ Eop(C)

]
≤ (3/ρ3.2)2θ3.2n(ct)n.

Now, considering all the sets I ⊂ [n] such that |I| = �θ3.2n�, and using the bound(
n
m

) ≤ (en/m)m along with the union bound again, we get that

P

[[
inf

u∈SN+n−1:‖v‖≥C3.2,v∈comp(θ3.2,ρ3.2)
‖Hu‖ ≤ a3.2

]
∩ Eop(C)

]
≤ (e/θ3.2)θ3.2n(3/ρ3.2)2θ3.2n(ct)n.

The proof is completed by choosing θ3.2 small enough.

3.4.2. Incompressible vectors

We now consider the action of H on the vectors u ∈ S
N+n−1 that belong to the

complement of the set S of Proposition 3.2 in the unit-sphere.

Proposition 3.3 (Incompressible vectors for the smallest singular value).
There exists a constant c3.3 > 0 such that for ε > 0 arbitrarily small,

P

[[
inf

u∈SN+n−1\S
‖Hu‖ ≤ n−3/2t

]
∩ Eop(C)

]
≤ εt+ exp(−c3.3ε2N).
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The remainder of this subsection is devoted to the proof of this proposition. As
in the proof of Proposition 3.2, a vector u ∈ SN+n−1 will be written u = [vT wT]T

with v = [v0, . . . , vn−1]T ∈ Cn. When u ∈ SN+n−1\S, the vector ṽ = v/‖v‖ =
[ṽ0, . . . , ṽn−1]T belongs now to incomp(θ3.2, ρ3.2). Associate with any such vector u,
the set

Ju = {k ∈ [n] : |vk| ≥ ρ3.2C3.2/
√

2n}.

Then, |Ju| > θ3.2n. Indeed, the set J̃v = {k ∈ [n] : |ṽk| ≥ ρ3.2/
√

2n} satisfies
|J̃v| > θ3.2n. To see this, denote as Π

eJv
the orthogonal projector on the vectors

supported by J̃v, and check that ‖ṽ−Π
eJv

(ṽ)/‖Π
eJv

(ṽ)‖‖ ≤ ρ3.2. If |J̃v| ≤ θ3.2n, we
get a contradiction to the fact that ṽ ∈ incomp(θ3.2, ρ3.2). It remains to check that
if u ∈ SN+n−1\S, then J̃v ⊂ Ju.

Now, choose α3.3 > 0 small enough so that the set Cgood(α) from Lemma 3.8 sat-
isfies |Cgood(α3.3)| ≥ (1−θ3.2/2)n. Observe that with this choice, |Ju∩Cgood(α3.3)| ≥
θ3.2n/2.

We now use the canvas of the proof of [31, Lemma 3.5] to relate the infimum
over the incompressible vectors with the distance between column subspaces of H .
Specifically, for each u ∈ SN+n−1\S, we have

‖Hu‖ ≥ max
k∈Ju∩Cgood(α3.3)

|vk| dist(hk, Hk)

≥ ρ3.2C3.2√
2n

max
k∈Ju∩Cgood(α3.3)

dist(hk, Hk).

Thus, [
inf

u∈SN+n−1\S
‖Hu‖ ≤ ρ3.2C3.2t√

2n3/2

]

⊂
[

inf
u∈SN+n−1\S

max
k∈Ju∩Cgood(α3.3)

dist(hk, Hk) ≤ t

n

]
.

Denoting as E the event at the right-hand side of this inclusion, we have from what
precedes that

�E ≤ 2
θ3.2n

∑
k∈Cgood(α3.3)

�[dist(hk,Hk)≤t/n],

which implies that

P

[[
inf

u∈SN+n−1\S
‖Hu‖ ≤ ρ3.2C3.2t√

2n3/2

]
∩ Eop(C)

]
≤ 2
θ3.2n

∑
k∈Cgood(α3.3)

P[[dist(hk, Hk) ≤ t/n] ∩ Eop(C)]. (3.17)
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A workable formula for dist(hk, Hk) is provided by the following lemma.

Lemma 3.9. Let M ∈ Cm×m, and partition this matrix as

M = [m0 M−0] =

[
m00 m01

m10 M11

]
,

where m0 is the first column of M,M−0 is the submatrix that remains after extract-
ing m0, and m00 is the first element of the vector m0. Assume that M11 is invertible.
Then,

dist(m0,M−0) =
|m00 −m01M

−1
11 m10|√

1 + ‖m01M
−1
11 ‖2

.

Proof. Write dist(m0,M−0)2 = m∗
0(I −M−0(M∗

−0M−0)−1M∗
−0)m0, and observe

that M∗−0M−0 = M∗
11M11 + m∗

01m01. Letting v = M−∗
11 m

∗
01, we obtain by the

Sherman–Morrison–Woodbury identity that

(M∗
−0M−0)−1 = M−1

11

(
I − vv∗

1 + ‖v‖2

)
M−∗

11 ,

thus,

I −M−0(M∗
−0M−0)−1M∗

−0 = I −
[
m01

M11

]
M−1

11

(
I − vv∗

1 + ‖v‖2

)
M−∗

11 [m∗
01 M∗

11]

=
1

1 + ‖v‖2

[
1 −v∗
−v vv∗

]
=

1
1 + ‖v‖2

[
1

−v

]
[1 −v∗].

This leads to

dist(m0,M−0)2 =
1

1 + ‖v‖2

∣∣∣∣∣[1 −v∗]
[
m00

m10

]∣∣∣∣∣
2

,

which is the required result.

For convenience, let is recall the matrices Gk and G−1
k from Sec. 3.1:

Gk =

[
Ω−L
k Y ∗

k

Yk z

]
, G−1

k =

[
Ek Fk

Pk Dk

]
.

Applying the above lemma on the matrix H with the column k being used instead
of Column zero, we get that

dist(hk, Hk) =
|ω−kL − y∗kDkyk|√
1 + ‖[0 y∗k]G

−1
k ‖2

=
|ω−kL − y∗kDkyk|√

1 + ‖y∗kPk‖2 + ‖y∗kDk‖2
. (3.18)

We shall use the notation

Numk = |ω−kL − y∗kDkyk|, and Denk =
√

1 + ‖y∗kPk‖2 + ‖y∗kDk‖2.
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Lemma 3.10. The following facts hold true:

(1) Assume that k ∈ Cgood(α3.3). Then, there exist c3.10, C3.10 > 0 such that

P[[‖[0 y∗k]G
−1
k ‖ ≤ C3.10] ∩ Eop(C)] ≤ exp(−c3.10N).

(2) On Eop(C), for each k ∈ [n], we have ‖Pk‖HS ≤ C‖Dk‖HS.

Proof. (1) Consider

‖yk‖ = ‖[0 y∗k]G
−1
k Gk‖ ≤ ‖[0 y∗k]G

−1
k ‖‖Gk‖.

On Eop(C), we have ‖Gk‖ ≤ C + |z|+ 1. Moreover, since k ∈ Cgood(α3.3), and since
‖nEyky

∗
k − S(e2ıπk/n)‖ is small by Lemma 3.1, there exist two constants c′, C′ > 0

such that

P[‖yk‖ ≤ C′] ≤ exp(−c′N)

by Lemma 3.6(2). The proof of Item (1) is complete.
(2) We show that for each constant non-zero vector u ∈ CN ,

‖u∗Pk‖ ≤ C‖u∗Dk‖.

The result follows then from the identity ‖M‖2
HS =

∑
k ‖e∗kM‖2, valid for each

matrix M . The vectors v∗ = u∗Pk and w∗ = u∗Dk satisfy

[v∗ w∗] = [0 u∗]G−1
k ,

and hence,

[0 u∗] = [v∗ w∗]

[
Ω−L
k Y ∗

k

Yk z

]
.

In particular, v∗Ω−L
k + w∗Yk = 0, and this shows that ‖v‖ ≤ C‖w‖ on Eop(C).

Lemma 3.10 will be used to control the value of Denk. Fix an arbitrary small
real number ε > 0, and define the event

EDen(ε) = [Den2
k ≥ ε‖Dk‖2

HS].

Lemma 3.11 (Denominator not too large). Assume that k ∈ Cgood(α3.3).
Then, there exists c3.11 > 0 such that for all large n,P[EDen(ε) ∩ Eop(C)] ≤
exp(−c3.11εn).

Proof. Defining the event E = [Den2
k ≥ (C−2

3.10 + 1)‖[0 y∗k]G
−1
k ‖2], we have

P[E ∩ Eop(C)] = P[[C2
3.10 ≥ ‖[0 y∗k]G

−1
k ‖2] ∩ Eop(C)] ≤ exp(−c3.10n)
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by Lemma 3.10(1). Writing E ′(ε) = [‖[0 y∗kG
−1
k ‖2 ≥ ε‖Dk‖2

HS], we have

P[E ′(ε) ∩ Eop(C)] = P[[‖y∗kPk‖2 + ‖y∗kDk‖2 ≥ ε‖Dk‖2
HS] ∩ Eop(C)]

≤ P[‖y∗kPk‖2 ≥ ε‖Pk‖2
HS/(2C

2)] + P[‖y∗kDk‖2

≥ ε‖Dk‖2
HS/2],

where we used Lemma 3.10(2). in the first inequality.
Note that

‖y∗kDk‖2 ≤ 2‖ỹ∗kDk‖2 + 2‖y̌∗kDk‖2 and ‖y̌∗kDk‖ ≤ ‖y̌k‖2‖Dk‖HS.

Hence there exists cN → ∞ such that

P[‖y∗kDk‖2 ≥ ε‖Dk‖2
HS/2] ≤ P[‖ỹ∗kDk‖2 ≥ ε‖Dk‖2

HS/8] + P[‖y̌∗k‖2 ≥ ε/8]

≤ P[‖ỹ∗kDk‖2 ≥ ε‖S1/2
k Dk‖2

HS/(8M)] + e−cNn

≤ e1−εn/(16M) + e−cNn,

where we used Lemma 3.6(1) along with Proposition 3.1 in the second inequality,
and Lemma 3.6(5) in the third one. We have a similar bound for P[‖y∗kPk‖2 ≥
ε‖Pk‖2

HS/(2C
2)]. Consequently, there exists c > 0 such that P[E ′(ε) ∩ Eop(C)] ≤

e−cεn for all large N .
Observing that EDen(ε) ∩ Ec ⊂ E ′(ε/(C−2

3.10 + 1)), we obtain as a consequence
of these inequalities that there exists c3.11 > 0 such that for all large N ,

P[EDen(ε) ∩ Eop(C)] ≤ P[EDen(ε) ∩ Ec ∩ Eop(C)] + P[E ∩ Eop(C)]

≤ P[E ′(ε/(C−2

3.10 + 1)) ∩ Eop(C)] + P[E ∩ Eop(C)]

≤ exp(−c3.11εn).

The proof of the lemma is now complete.

Now, we get back to the expression in (3.17). As in Sec. 3.1, we use the shorthand
notation Sk = S(e2ıπk/n). Given k ∈ Cgood(α3.3), we have

P[[dist(hk, Hk) ≤ t/n] ∩ Eop(C)]

= P[[Numk/Denk ≤ t/n] ∩ Eop(C)]

≤ P

[[
Numk

Denk
≤ t/n

]
∩ EDen(ε)c ∩ Eop(C)

]
+ P[EDen(ε) ∩ Eop(C)]

≤ P

[
nNumk

‖Dk‖HS
≤ t

√
ε

]
+ exp(−c3.11εn)

≤ P

[
nNumk

‖S1/2
k DkS

1/2
k ‖HS

≤ t
√

ε/α3.3

]
+ exp(−c3.11εn).
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Writing Numk = |ω−kL + (ỹk + y̌k)∗Dk(ỹk + y̌k)|, we obtain from Lemma 3.6(3)
and Proposition 3.1 that for some constant c > 0,

P[[dist(hk, Hk) ≤ t/n] ∩ Eop(C)] ≤ EYk
Lỹk

(
(ỹk + y̌k)∗Dk(ỹk + y̌k)

‖S1/2
k DkS

1/2
k ‖HS

,
t
√

ε

α3.3

)
+ exp(−c3.11εn)

≤ ct
√

ε + exp(−c3.11εn).

Proposition 3.3 is obtained by combining the last inequality with Inequality (3.17).

Theorem 1.1: End of proof.

The proof is now completed by combining Propositions 3.2, 3.3 and Lemma 3.7.

3.5. Proof of Theorem 1.2

Throughout the proof, we fix k ∈ [�Nβ�, �N/2�]. None of the constants that will
appear in the course of the proof will depend on k.

The following lemma refines Inequality (3.2).

Lemma 3.12. For any k ∈ [N ], we have

sN+n−k−1(H·,[N+n−k]) ≤ sN−k−1(Y ΩLY ∗ − z).

Proof. Write any vector u ∈ CN+n−k as u = [vT wT]T with w ∈ CN−k. Writing

H·,[N+n−k]u =

[
Ω−L (Y[N−k],·)∗

Y z(IN )·,[N−k]

][
v

w

]
=

[
Ω−Lv + (Y[N−k],·)∗w

Y v + z(IN )·,[N−k]w

]
,

we have

sN+n−k−1(H·,[N+n−k]) = min
u∈SN+n−k−1

‖H·,[N+n−k]u‖

≤ min
u∈SN+n−k−1:v=−ΩL(Y[N−k],·)∗w

‖H·,[N+n−k]u‖

≤ min
w∈SN−k−1

‖(zIN − Y ΩLY ∗)·,[N−k]w‖.

On the other hand, using the variational characterization of the singular values of
a matrix, see [20, Theorem 4.3.15], we can write

min
w∈SN−k−1

‖(YΩLY ∗ − zIN )·,[N−k]w‖ ≤ sN−k−1(Y ΩLY ∗ − zIN ),

and hence the result follows.

Similar to what we did for controlling the smallest singular value of H , we use
the characterization sN+n−k−1(H·,[N+n−k]) = minu∈SN+n−k−1 ‖H·,[N+n−k]u‖, and
we partition the set SN+n−k−1 into sets of compressible and incompressible vectors.
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So, write any vector u ∈ SN+n−k−1 as u = [vT wT]T with w ∈ CN−k. Let the set
S ⊂ SN+n−k−1 be as in the statement of Proposition 3.2. We of course have

sN+n−k−1(H·,[N+n−k]) = inf
u∈S

‖H·,[N+n−k]u‖

∧ inf
u∈SN+n−k−1\S

‖H·,[N+n−k]u‖. (3.19)

It can be readily checked that Proposition 3.2 remains true, once we change the
values of the constants that appear in its statement as needed. So, finally, the
contribution of the term infu∈S ‖H·,[N+n−k]u‖ has been estimated, and we are left
with the incompressible vectors. Regarding these, we have the following proposition.

Proposition 3.4 (Incompressible vectors for the small singular values).
There exist constants a3.4 > 0 and c3.4 > 0 such that for all N larger than an
integer that is independent of k ∈ [�Nβ�, �N/2�],

P

[[
inf

u∈SN+n−k−1\S
‖H·,[N+n−k]u‖ ≤ a3.4

√
k/N

]
∩ Eop(C)

]
≤ exp(−c3.4k).

Remember the definition of the set Cgood(α) ⊂ [n] in Lemma 3.8. To prove this
proposition, we begin by mimicking the argument that lead to Inequality (3.17)
above. Specifically, there exist positive constants c, c′ and α such that

P

[[
inf

u∈SN+n−k−1\S
‖H·,[N+n−k]u‖ ≤ ct

n1/2

]
∩ Eop(C)

]
≤ c′

n

∑
�∈Cgood(α)

P[[dist(h�, H·,[N+n−k]\{�}) ≤ t] ∩ Eop(C)], (3.20)

and |Cgood(α)| is of order N .
This inequality calls for the following remark.

Remark 3.1. By checking the structure of the vector h� and the matrix
H·,[N+n−k]\{�} (see below), one can intuitively infer that with high probability,
dist(h�, H·,[N+n−k]\{�})2 is of order codim(H·,[N+n−k]\{�})/N = (k − 1)/N . Taking
t =

√
k/N and recalling the characterization (3.19), we get that sN+n−k−1 �√

k/N , which is what is predicted by Theorem 1.2. However, one naturally expects
that these singular values grow linearly in k (as k/N) which would make the result
of this theorem sub-optimal. Actually, this sub-optimality is due in the first place
to Inequality (3.20), which is too conservative for obtaining optimal bounds on the
small singular values that we are dealing with here.

In [32], a tighter inequality is used to control the smallest singular value of a
rectangular matrix. Obtaining a corresponding inequality appears to be a quite
involved task in the present context.

Proof of Proposition 3.4. We need to bound the summands at the right-hand
side of Inequality (3.20). To this end, assume for notational simplicity that � = 0
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(assuming without loss of generality that 0 ∈ Cgood(α)). In this case,

h0 =

⎡⎢⎢⎣
1

0n−1

y0

⎤⎥⎥⎦ ,
and

H·,[N+n−k]\{0} =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0T
n−1 (y0)∗[N−k]

(Ω−L)[1:n],[1:n] (Y[N−k],[1:n])∗

Y·,[1:n]

[
zIN−k

0k×(N−k)

]

⎤⎥⎥⎥⎥⎥⎥⎥⎦
∈ C

(N+n)×(N+n−k−1).

Write

h0 =

[
0n−1

y0

]
∈ C

N+n−1,

and let H0 be the matrix obtained by taking out the row 0 from H·,[N+n−k]\{0}, i.e.

H0 =

⎡⎢⎢⎢⎣
(Ω−L)[1:n],[1:n] (Y[N−k],[1:n])∗

Y·,[1:n]

[
zIN−k

0k×(N−k)

]
⎤⎥⎥⎥⎦ ∈ C

(N+n−1)×(N+n−k−1).

Note that h0 and H0 are “almost” independent. However, this is not so for h0

and H·,[N+n−k]\{0}. Let a ∈ CN+n−k−1 be the vector such that H·,[N+n−k]\{0}a =
ΠH·,[N+n−k]\{0}h0. Then,

dist(h0, H·,[N+n−k]\{0})2 = ‖h0 −H·,[N+n−k]\{0}a‖2 ≥ ‖h0 −H0a‖2

≥ dist(h0, H0)
2.

Consider again the decomposition y0 = ỹ0 + y̌0 with y̌0 = E[y0|Y·,[1:n]], and write

h̃0 =

[
0n−1

ỹ0

]
, and ȟ0 =

[
0n−1

y̌0

]
∈ C

N+n−1.

Then, writing G0 = [ȟ0 H0], we have

dist(h0, H0) = dist(h̃0 + ȟ0, H0) ≥ dist(h̃0 + ȟ0, G0) = dist(h̃0, G0).

Observe that h̃0 and Gk are independent, and that N + n − k − 1 ≤ rank(G0) ≤
N+n−k with probability one. Let r = N+n−1−rank(G0), and letA = [V T WT]T ∈
C(N+n−1)×r be an isometry matrix such that AA∗ = Π⊥

G0
. Here the partitioning of
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A is such that V ∈ C(n−1)×r, and W ∈ CN×r. Note that r ∈ {k−1, k} w.p. 1. Since
AA∗ = Π⊥

G0
, it holds that H∗

0A = 0, which can be elaborated as

0 = (ΩL)[1:n],[1:n]V + (Y·,[1:n])∗W

0 = Y[N−k],[1:n]U + [z̄IN−k 0(N−k)×k]W. (3.21)

Assume that ‖W‖2
HS < ar with a = /(1 +C2). By Eq. (3.21), on the event Eop(C),

we have ‖V ‖2
HS ≤ C2ar, which contradicts the identity ‖V ‖2

HS + ‖W‖2
HS = r.

Thus,

P[[‖W‖2
HS < ar] ∩ Eop(C)] = 0.

Using this result, we now provide a control over dist(h̃0, G0) = ‖W ∗ỹ0‖. It is clear
that ỹ0 andW are independent. On the event [‖W‖2

HS ≥ ar], we know by Lemma 3.5
that

s
 a
2−a r�−1(W )2 ≥ a/2.

Moreover, since 0 ∈ Cgood(α), Proposition 3.1, with the help of Assumptions 1.1
and 1.3, shows that nEỹ0ỹ

∗
0 ≥ (α/2)IN for all N large. Consequently, on the event

[‖W‖2
HS ≥ ar], the conditional distribution of W ∗ỹk with respect to the sigma-field

σ(W ) is Gaussian with a covariance matrix Σ ∈ Hr
+ such that s
 a

2−a r�−1(Σ) ≥
aα/(4n) for all large N . Put t2 = aα� a

2−ar�/(8n) ∼ r/n. By what precedes and by
Lemma 3.6(2), we have

P[[dist(h0, H·,[N+n−k]\{0})2 ≤ t2] ∩ Eop(C)]

≤ P[[dist(h̃0, G0)2 ≤ t2] ∩ Eop(C)]

≤ P[[dist(h̃0, G0)2 ≤ t2] ∩ [‖W‖2
HS ≥ ar]] + P[[‖W‖2

HS < ar] ∩ Eop(C)]

≤ exp
(
−c3.6,2

⌊
a

2 − a
r

⌋)
.

The proof of Proposition 3.4 is completed by using Inequality (3.20).

Proof of Theorem 1.2. To complete the proof, we need to just combine
Lemma 3.12 with the characterization (3.19), apply Propositions 3.2 and 3.4, respec-
tively, to the two terms in this characterization, and use Lemma 3.7 to bound
P[Eop(C)].

4. Proofs Regarding the Singular Value Distribution of R̂
(N)
L − z

4.1. Proof of Theorem 1.3

We recall that Mm
+ = {M ∈ Cm×m, M > 0}.
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Lemma 4.1. Given an integer m > 0, let M ∈ Mm
+ . Then M is invertible, and

‖M−1‖ ≤ ‖(M)−1‖. Moreover,−M−1 ∈ Mm
+ .

Proof. For each non-zero vector u, we have

‖u‖‖Mu‖ ≥ |u∗Mu| = |u∗�Mu+ ıu∗Mu| ≥ u∗Mu > 0,

and hence M is invertible. For an arbitrary non-zero vector v, there is u 
= 0 such
that v = Mu, and we have from the former display that

‖M−1v‖‖v‖ ≥ (M−1v)∗(M)M−1v ≥ ‖(M)−1‖−1‖M−1v‖2,

and hence the second result follows. We finally have

(M−1) = M−1M
∗ −M

2ı
M−∗ = −M−1(M)M−∗ < 0.

The following result is well known. We provide its proof for completeness.

Lemma 4.2. A probability measure ν̌ is symmetric if and only if its Stieltjes trans-
form gν̌ , seen as an analytic function on C\R, satisfies gν̌(−η) = −gν̌(η).

Proof. The necessity is obvious from the definition of the Stieltjes transform and
from the fact that ν̌(dλ) = ν̌(−dλ). To prove the sufficiency, we use the Perron
inversion formula, which says that for any function ϕ ∈ Cc(R),∫

R

ϕ(x)ν̌(dx) = lim
ε↓0

1
π

∫
R

ϕ(x)gν̌(x+ ıε)dx.

By a simple variable change at the right-hand side, and by using the equalities
gν̌(−η) = −gν̌(η) and gν̌(η̄) = ḡν̌(η), we obtain that

∫
ϕ(x)ν̌(dx) =

∫
ϕ(−x)ν̌(dx),

and hence the result follows.

The operator T introduced before Theorem 1.3 has the following properties.

Lemma 4.3. Suppose M ∈ C2N×2N and S ∈ HN
+ . Then,

‖T ((I2 ⊗ S)M)‖ ≤ ‖M‖ trS/n ≤ (N/n)‖S‖‖M‖.
If M ≥ ρI2N for some ρ > 0, then

T ((I2 ⊗ S)M) ≥ ρn−1(trS)I2.

Proof. To obtain the first result, we write

T ((I2 ⊗ S)M) = T ((I2 ⊗ S1/2)M(I2 ⊗ S1/2))

=
1
n

∑
�∈[N ]

[
e∗�S

1/2

e∗�S
1/2

]
M

[
S1/2e�

S1/2e�

]
.
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Hence,

‖T ((I2 ⊗ S)M)‖ ≤ n−1‖M‖
∑
�∈[N ]

‖S1/2e�‖2 = ‖M‖ trS/n.

To obtain the second inequality, just observe that T ((I2⊗S)M) = T ((I2⊗S)M)
and follow the same derivation as above.

Proof of Theorem 1.3. Given a function M(η) ∈ S2N , let

A(M(η), eıθ) = T ((I2 ⊗ Σ(eıθ))M(η)) + UL(eıθ).

We shall show that A(M(η), eıθ)−1 exists, is holomorphic as a function of η, is
continuous as a function of θ, and satisfies A(M(η), eıθ)−1 ≤ 0.

First let ρ > 0 be such that M(η) ≥ ρI. By Lemma 4.3, A(M(η), eıθ) ≥
ρn−1 tr Σ(eıθ)I2. Thus, if Σ(eıθ) 
= 0, then A(M(η), eıθ)−1 exists, is holomorphic in
η, and A(M(η), eıθ)−1 < 0 by Lemma 4.1.

Otherwise, A(M(η), eıθ) = UL(eıθ), which is trivially invertible, and
A(M(η), eıθ)−1 = 0. In summary, A(M(η), eıθ)−1 is holomorphic in η and sat-
isfies A(M(η), eıθ)−1 ≤ 0, for each θ ∈ [0, 2π). Moreover, the continuity of
A(M(η), eı·)−1 follows from the continuity of A(M(η), eı·).

From these properties of A, it follows that

B(M(η)) = (2π)−1

∫ 2π

0

A(M(η), eıθ)−1 ⊗ Σ(eıθ)dθ

exists, is holomorphic as a function of η, and satisfies B(M(η)) ≤ 0. Since
[η z

z̄ η

]
= ηI2, we get by Lemma 4.1 that the function FΣ,z(M(η), η) is holomor-

phic in η ∈ C+, and takes values in M2N
+ . Furthermore, since M ∈ S2N , it holds

that ‖M(η)‖ ≤ 1/(η), and it is easy to show that limt→∞ ıtFΣ,z(M, ıt) = −I2N .
In summary, FΣ,z(M(η), η) ∈ S2N as a function of η when M ∈ S2N .

Let us now establish the uniqueness of the solution of Eq. (1.3) in the class S2N .
Assume that P (z, ·) and P ′(z, ·) are two such solutions. Then,

FΣ,z(P, η) −FΣ,z(P ′, η) = FΣ,z(P, η)(B(P ′) −B(P ))FΣ,z(P ′, η)

= FΣ,z(P, η) ×
{

1
2π

∫ 2π

0

(
A(P ′, eıθ)−1T ((I2 ⊗ Σ(eıθ))

× (P − P ′))A(P, eıθ)−1
)⊗ Σ(eıθ)dθ

}
×FΣ,z(P ′, η).

Define the domain

D =

{
η ∈ C+ : η > 4‖Σ‖∞

(
N

n
∨
√
N

n

)}
.

Let η ∈ D. Using the Inequality ‖P‖, ‖P ′‖ ≤ 1/η, along with Lemma 4.3, it can
be checked that ‖A(P, eıθ)−1‖, ‖A(P ′, eıθ)−1‖ ≤ 2 when η ∈ D. Using Lemma 4.3
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again, we have

‖P − P ′‖ = ‖FΣ,z(P, η) −FΣ,z(P ′, η)‖ ≤ 4
(η)2

N

n
‖Σ‖2

∞‖P − P ′‖

≤ 1
2
‖P − P ′‖, (4.1)

which shows that P (z, η) = P ′(z, η) for η ∈ D, and hence, for η ∈ C+.
To show the existence of the solution, set P0(z, η) = −η−1I2N ∈ S2N , and

consider the iterations

Pk+1(z, η) = FΣ,z(Pk(z, η), η).

Then, Pk(z, ·) ∈ S2N for each k, and furthermore, the sequence Pk(z, η) con-
verges on D to a function P∞(z, η) which satisfies P∞(z, η) = FΣ,z(P∞(z, η), η)
by Banach’s fixed point theorem. Furthermore, given arbitrary vectors a, b ∈ C2N ,
the sequence of holomorphic functions (a∗Pk(z, ·)b)k on D is a normal family, thus,
their limit a∗P∞(z, ·)b is holomorphic on D by the normal family theorem. Since a
and b are arbitrary, P∞(z, ·) is a holomorphic matrix function on D that satisfies
the properties of a matrix Stieltjes transform stated in Proposition 1.2. This shows
that P∞(z, ·) is the unique solution of Eq. (1.3) in S2N .

It remains to establish the last result of Theorem 1.3. Extending the domain
of FΣ,z(P (z, η), η) in the parameter η to C\R, we show that P is the solution of

the equation P = FΣ,z(P, η) if and only if the matrix function P ′ = [
−P00 P01

P10 −P11
]

is the solution of the equation P ′ = FΣ(P ′,−η). This can be demonstrated by a
direct calculation: writing

T (eıθ, z, η) = T ((I2 ⊗ Σ(eıθ))P (z, η)) =

[
t00 t01

t10 t11

]
,

we have

(T (eıθ, z, η) + UL(eıθ))−1 =
1
Δ

[
t11 −(t01 + e−ıLθ)

−(t10 + eıLθ) t00

]
,

with Δ = t00t11 − (t01 + e−ıLθ)(t10 + eıLθ). Thus,

P =

[
P00 P01

P10 P11

]

=

⎡⎢⎢⎢⎣
1
2π

∫
t11
Δ

Σ − η − 1
2π

∫
(t01 + e−ıLθ)

Δ
Σ − z

− 1
2π

∫
(t10 + eıLθ)

Δ
Σ − z̄

1
2π

∫
t00
Δ

Σ − η

⎤⎥⎥⎥⎦
−1

.
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Recalling the formula for the inverse of a partitioned matrix (see [20, §0.7.3])[
M00 M01

M10 M11

]−1

=

[
(M00 −M01M

−1
11 M10)−1 −M−1

00 M01(M11 −M10M
−1
00 M01)−1

−(M11 −M10M
−1
00 M01)−1M10M

−1
00 (M11 −M10M

−1
00 M01)−1

]

we get the required result by a direct checking.
Using this result in conjunction with Lemma 4.2, we obtain that for each deter-

ministic vector u ∈ CN , the scalar measures (u∗Λiiu)(dt) are symmetric for i = 0, 1.
This shows at once that the measures Λii are symmetric. The proof of Theorem 1.3
is now complete.

4.2. Proof of Theorem 1.4

Recall that M is the bound provided by Assumption 1.1(ii). From now on, we shall
write γsup = supN N/n.

We first establish the tightness of the sequence (ν̌z,N )N . As is well known [14],
this is equivalent to showing that −ıtgν̌z,N

(ıt) → 1 as t → ∞ uniformly
in N .

Given M ∈ M2N
+ , let

A(M, eıθ) � T ((I2 ⊗ S(eıθ))M) + UL(eıθ).

By Lemma 4.3,

‖T ((I2 ⊗ S(eıθ))G(z, ıt))‖ ≤ γsupM/t.

Thus, for t ≥ 2γsupM , ‖A(G(z, ıt), eıθ)−1‖ ≤ 2. Since

G(z, ıt) = FS,z(G(z, ıt), ıt)

=

(
1
2π

∫
A(G(z, ıt), eıθ)−1 ⊗ S(eıθ)dθ −

[
ıt z

z̄ ıt

]
⊗ IN

)−1

,

it is clear that

−ıt
2N

trG(z, ıt) −−−→
t→∞ 1

uniformly in N , thus, the sequence (ν̌z,N )N is tight.
The remainder of the proof is devoted towards establishing the convergence (1.4).

Recalling the expression R̂L = XJLX∗ provided at the beginning of Sec. 3.1, we
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have

Q(z, η) = (H(R̂L − z) − η)−1 =

[
−η XJLX∗ − z

XJ−LX∗ − z̄ −η

]−1

=

[
Q00 Q01

Q10 Q11

]
.

We begin by bounding the variance of (2N)−1 trDQ at the left-hand side
of (1.4).

Proposition 4.1. Under Assumption 1.1(ii), for each deterministic matrix B ∈
CN×N and each u, v ∈ {0, 1},

Var(trBQuv(z, η)) ≤ 8γsupM2‖B‖2/(η)4.
The proof of this proposition will be based on the well-known Poincaré–Nash

(PN) inequality [10, 26], which is also a particular case of the Brascamp–Lieb
inequality. Let v = [v0, . . . , vm−1]T be a complex Gaussian random vector with
Ev = 0, EvvT = 0, and E[vv∗] = Σ. Let ϕ = ϕ(v0, . . . , vm−1, v̄0, . . . , v̄m−1) be a
C1 complex function which is polynomially bounded together with its derivatives.
Then, writing

∇vϕ = [∂ϕ/∂v0, . . . , ∂ϕ/∂vm−1]T and ∇v̄ϕ = [∂ϕ/∂v̄0, . . . , ∂ϕ/∂v̄m−1]T,

the PN inequality is

Var(ϕ(v)) ≤ E[∇vϕ(v)T Σ ∇vϕ(v)] + E[(∇v̄ϕ(v))∗ Σ ∇v̄ϕ(v)]. (4.2)

If we rewrite Q(z, η) as Q(z, η) = QX to emphasize the dependence of the resolvent
on the matrix X , then, given a matrix Δ ∈ CN×n, the resolvent identity implies
that

QX+Δ −QX = −QX+Δ((QX+Δ)−1 − (QX)−1)QX

= −QX+Δ

×

⎡⎢⎢⎢⎢⎣
(X + Δ)JL(X + Δ)∗

−XJLX∗

(X + Δ)J−L(X + Δ)∗

−XJ−LX∗

⎤⎥⎥⎥⎥⎦QX .
Using this equation, we can obtain the expression of ∂a∗Quvb/∂x̄ij , where a, b ∈ CN ,
u, v ∈ {0, 1}, i ∈ [N ], and j ∈ [n]. Indeed, taking Δ = eN,ie

∗
n,j in the former

expression, we get after a simple derivation that

∂a∗Quvb
∂x̄ij

= −[a∗Qu1XJ
−L]j [Q0vb]i − [a∗Qu0XJ

L]j [Q1vb]i. (4.3)
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Proof of Proposition 4.1. We apply Inequality (4.2) by, respectively, replacing
v and ϕ with vecX and trBQuv (seen as a function of X).

Given k, i ∈ [N ], and j ∈ [n], we have

∂[e∗kBQuvek]
∂x̄ij

= −[BQu1XJ
−L]kj [Q0v]ik − [BQu0XJ

L]kj [Q1v]ik,

and thus,

∂ trBQuv
∂x̄ij

= −[Q0vBQu1XJ
−L]ij − [Q1vBQu0XJ

L]ij .

Let us focus on the second term at the right-hand side of Inequality (4.2). Observ-
ing that E[xi1j1 x̄i2j2 ] = n−1[Rj1−j2 ]i1,i2 , and recalling the expression of the block-
Toeplitz matrix R given by Eq. (3.5), we have∑

i1,i2∈[N ]

∑
j1,j2∈[n]

E

[
∂trBQuv
∂x̄i1j1

E[xi1j1 x̄i2j2 ]
∂ trBQuv
∂x̄i2j2

]
≤ 2E vec(Q0vBQu1XJ

−L)∗R vec(Q0vBQu1XJ
−L)

+ 2E vec(Q1vBQu0XJ
L)∗R vec(Q1vBQu0XJ

L)

≤ 2M

n
(E‖Q0vBQu1XJ

−L‖2
HS + E‖Q1vBQu0XJ

L‖2
HS)

≤ 4M‖B‖2

(η)4n E‖X‖2
HS

≤ 4γsupM2‖B‖2

(η)4 .

The first term at the right-hand side of Inequality (4.2) is treated similarly, leading
to the bound given in the statement, and the proof is complete.

In order to establish the convergence (1.4), using Proposition 4.1 and the Borel–
Cantelli lemma, it will be enough to show that

∀η ∈ C+,
1

2N
trD(N)(EQ(N)(z, η) −G(N)(z, η)) −−−−→

N→∞
0. (4.4)

Following the general canvas of [28], we approximate our process x(N) by a Moving
Average process with a finite memory. We shall construct from this MA process a
resolvent that will be more easily manageable than Q(N).

With reference to Theorem 1.3, first consider a discrete analogue of the integral
within the expression of FΣ,z. A straightforward adaptation of its proof yields the
following proposition and we omit the details.

Proposition 4.2. Let Σ : T → HN
+ be a continuous function, and let z ∈ C. Then,

the conclusions of Theorem 1.3 remain true if the function FΣ,z there is replaced
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with

F̂Σ,z(M(η), η) =

⎛⎝ 1
n

∑
�∈[n]

(
T ((I2 ⊗ Σ(e2ıπ�/n))M(η))

+

[
e−2ıπ�L/n

e−2ıπ�L/n

])−1

⊗ Σ(e2ıπ�/n) −
[
η z

z̄ η

]
⊗ IN

⎞⎠−1

.

Now, given an integer constant K > 0, let us define the function Ŝ(N,K) on T as

Ŝ(N,K)(eıθ) =
1
2π

∫ 2π

0

FK(eı(θ−ψ))S(N)(eıψ) dψ,

where FK is the Fejér kernel (see Eq. (3.7)). This function has the following
properties:

(1) By the non-negativity of the Fejér kernel, Ŝ(N,K) is a spectral density.
(2) By replacing FK(eı(θ−ψ)) with the first expression of this kernel provided

by (3.7), and by developing the integrand above, we obtain that Ŝ(N,K) is a Lau-
rent trigonometric polynomial of the form Ŝ(N,K)(eıθ) =

∑K
�=−K e

ı�θR̃
(N,K)
� .

(3) With Assumptions 1.1(i) and 1.1(ii), we have

sup
N

‖Ŝ(N,K) − S(N)‖T

∞ −−−−→
K→∞

0. (4.5)

Relation (4.5) can be established by splitting the integral that defines
Ŝ(N,K)(eıθ) into two pieces as

∫ 2π

0 =
∫
ψ:|θ−ψ|≤δ +

∫
ψ:|θ−ψ|>δ for a properly

chosen δ > 0, and by using the properties of the Fejér kernel provided after
Eq. (3.7).

Consider the implicit equation

Ĝ(N,K)(z, η) = F̂
bS(N,K),z(Ĝ

(N,K)(z, η), η) (in S2N ).

From Proposition 4.2, the solution Ĝ(N,K)(z, ·) exists and is unique. The following
three propositions will be proved in Sec. 4.3.

Proposition 4.3. For each η such that η ≥ C4.3 with C4.3 = C4.3(γsup,M)> 0,

lim sup
N

‖Ĝ(N,K)(z, η) −G(N)(z, η)‖ −−−−→
K→∞

0.

Let (x̂(N,K)
k )k∈Z be a CN -valued stationary centered Gaussian process with the

spectral density n−1Ŝ(N,K). Define

X̂(N,K) = [x̂(N,K)
0 · · · x̂

(N,K)
n−1 ] and

Q̂(N,K)(z, η) = (H(X̂(N,K)JL(X̂(N,K))∗ − z) − ηI)−1.
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We then have the following proposition.

Proposition 4.4. Fix K > 0. Then, for an arbitrary deterministic matrix D(N) ∈
C2N×2N with ‖D(N)‖ = 1, we have

1
N

| trD(N)(EQ̂(N,K)(z, η) − Ĝ(N,K)(z, η))| ≤ CK√
N
,

where C > 0 depends only on η,M , and γsup.

We note here that the bound provided in the statement of this proposition is
not optimal but is good enough for our purpose.

Proposition 4.5. With D(N) as in the previous proposition,

lim sup
N

1
N

| trD(N)(EQ(N)(z, η) − EQ̂(N,K)(z, η))| −−−−→
K→∞

0.

Theorem 1.4: end of the proof.

We write
1
N

trD(N)(EQ(N) −G(N)) =
1
N

trD(N)(EQ(N) − EQ̂N,K) +
1
N

trD(N)

× (EQ̂N,K − Ĝ(N,K)) +
1
N

trD(N)(Ĝ(N,K) −G(N))

� χ1(N,K) + χ2(N,K) + χ3(N,K).

Fix an arbitrarily small ε > 0. Let K0, N0 > 0 be such that, by Propositions 4.5
and 4.3,

|χ1(N,K0)|, |χ3(N,K0)| ≤ ε for all N ≥ N0 and η > C4.3.

By Proposition 4.4, χ2(N,K0) →N→∞ 0. Thus, (2N)−1 trD(N)(EQ(N) −
G(N))→N 0 first for η > C4.3, and hence for each η ∈ C+ by analyticity.
Thus (4.4) is established. This completes the proof of Theorem 1.4.

4.3. Remaining proofs for Sec. 4.2

Proof of Proposition 4.3. Let S̄(N,K)(eıθ) = Ŝ(N,K)(e2ıπk/n) and ŪL(eıθ) =
UL(e2ıπk/n) for θ ∈ [2πk/n, 2π(k + 1)/n) be the respective stepwise continuous
versions of the functions Ŝ(N,K) and UL with step size 2π/n. Within this proof,
we re-denote the function FΣ,z defined in the statement of Theorem 1.3 as FΣ,z,UL

to stress the dependence on UL. With this notation, it is obvious that F̂
bS(N,K),z =

FS̄(N,K),z,ŪL
.

In the rest of the proof, we often drop the superscripts (N) and (N,K) and
the subscript L for brevity. Given M ∈ S2N , put AS,U (M, eıθ) � T ((I2 ⊗
S(eıθ))M) + U(eıθ), where (S,U) = (S,U) or (S̄, Ū). Write BS,U (M) =
(2π)−1

∫ 2π

0
AS,U (M, eıθ)−1 ⊗ S(eıθ)dθ.
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We also assume that K is large enough so that

sup
N

‖S̄‖T

∞ ≤ 2M .

By dropping the unnecessary parameters from the notations, we write

G− Ĝ = FS,U(G) −FS̄,Ū (Ĝ) = FS,U (G)(BS̄,Ū (Ĝ) −BS,U(G))FS̄,Ū (Ĝ)

= FS,U(G)
(

1
2π

∫ 2π

0

(AS̄,Ū (Ĝ, eıθ)−1 ⊗ S̄(eıθ)

−AS,U(G, eıθ)−1 ⊗ S(eıθ))dθ
)FS̄,Ū(Ĝ)

= FS,U(G)
(

1
2π

∫
(AS̄,Ū (Ĝ)−1 ⊗ S̄ −AS,U (Ĝ)−1 ⊗ S

+ (AS,U(Ĝ)−1 −AS,U (G)−1) ⊗ S)dθ
)
FS̄,Ū (Ĝ)

= FS,U(G)
(

1
2π

∫
(AS̄,Ū (Ĝ)−1 ⊗ (S̄ − S) + (AS̄,Ū (Ĝ)−1 −AS,U (Ĝ)−1) ⊗ S

+ (AS,U(Ĝ)−1 −AS,U (G)−1) ⊗ S)dθ
)
FS̄,Ū (Ĝ)

� FS,U(G)
(

1
2π

∫
(χ1 + χ2 + χ3)dθ

)
FS̄,Ū(Ĝ).

By Lemma 4.3, we have that ‖T ((I2 ⊗ S(eıθ))G)‖ ≤ 2γsupM/η for any of the
possibilities for S and for G = G, Ĝ. Thus, for

2γsupM/η ≤ 1/2,

we have ‖AS(G, eıθ)−1‖ ≤ 2. Therefore,

‖χ1‖ ≤ 2‖S̄ − S‖T

∞.

Moreover,

χ2 = (AS̄,Ū (Ĝ)−1 −AS,U (Ĝ)−1) ⊗ S

= (AS̄,Ū (Ĝ)−1(T ((I2 ⊗ (S̄ − S))Ĝ) + U − Ū)AS,U (Ĝ)−1) ⊗ S

satisfies

‖χ2‖ ≤ 4Mγsup(η)−1‖S̄ − S‖T

∞ + 4M‖U − Ū‖

for the same values of η. By mimicking the calculation that lead to Inequality (4.1),
we obtain

‖χ3‖ ≤ 4
(η)2 γsupM2‖G− Ĝ‖.
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Using the inequality ‖FS(G)‖ ≤ 1/(η), we thus arrive at(
1 − 4γsupM2

(η)4
)
‖G(N) − Ĝ(N,K)‖ ≤ 2

(η)2
(

1 +
4γsupM

η
)
‖S̄(N,K) − S(N)‖T

∞

+
4M

(η)2 ‖ŪL − UL‖T

∞.

Thus, if η > (8γsupM2)1/4 ∨ (4γsupM), then

‖G(N) − Ĝ(N,K)‖ ≤ C‖S̄(N,K) − S(N)‖T

∞ + C′‖ŪL − UL‖T

∞

for some constants C,C′ > 0. Now the proof can be completed by using the con-
vergence (4.5).

Proof of Proposition 4.4. From now on, C is a positive constant that depends
on η, M , and γsup at most, and can change from line to line. Recalling Properties 1
and 2 of the density Ŝ(N,K) that were stated in Sec. 4.2, our first step is to apply the
well-known operator version of the Fejér–Riesz theorem (see [29, Sec. 6.6]) to Ŝ(N,K).
This implies that for each (N,K), there exists an N × N matrix trigonometric
polynomial

P (N,K)(eıθ) =
K∑
�=0

eı�θB
(N,K)
�

such that Ŝ(N,K)(eıθ) = P (N,K)(eıθ)P (N,K)(eıθ)∗.
Letting ξ(N) = (ξ(N)

k )k∈Z be an i.i.d. process with ξ
(N)
k ∼ NC(0, IN ), the process

(x̂(N,K)
k )k∈Z that we used to construct the resolvent Q̂(N,K) can be defined as

x̂
(N,K)
k =

1√
n

K∑
�=0

B
(N,K)
� ξ

(N)
k−�.

Define the finite sequence of random vectors (x̃(N,K)
k )k∈[n] as

x̃
(N,K)
k =

1√
n

K∑
�=0

B
(N,K)
� ξ

(N)
(k−�) mod n

(thus, x̃(N,K)
k is the analogue of x̂(N,K)

k obtained through a circular convolution).
Define

X̃(N,K) = [x̃(N,K)
0 · · · x̃

(N,K)
n−1 ] ∈ C

N×n,

and

Q̃(N,K)(z, η) = (H(X̃(N,K)JL(X̃(N,K))∗ − z) − ηI)−1.
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Observing that rank(X̂ − X̃) ≤ K, we get

rank(H(X̂JLX̂∗ − z) − H(X̃JLX̃∗ − z)) ≤ 4K.

Thus, for each matrix D ∈ C2N×2N , the inequality

| trD(Q̂(z, η) − Q̃(z, η))| ≤ 4K‖D‖
η (4.6)

holds (see [34, Lemma 2.6]). We can thus work with Q̃ in place of Q̂ for establishing
Proposition 4.4.

For k ∈ [n], let

w
(N,K)
k =

1√
n

n−1∑
�=0

e2ıπk�/nx̃
(N,K)
�

be the discrete Fourier transform of the finite sequence (x̃0, . . . , x̃n−1), and define
the matrix

W (N,K) = [w(N,K)
0 · · · w

(N,K)
n−1 ] = X̃(N,K)F ∈ C

N×n,

where F is the Fourier matrix defined in (3.1). Since the x̃� are built through a cir-
cular convolution, the vectors wk are independent, and wk ∼ NC(0, n−1Ŝ(e2ıπk/n)).
Recalling that J = FΩF∗ with Ω = diag(ω�)n−1

�=0 and ω = exp(−2ıπ/n), we can write

Q̃(z, η) = (H(X̃JLX̃∗ − z) − ηI)−1 = (H(WΩLW ∗ − z) − ηI)−1.

The remainder of the proof will be devoted towards showing that

‖EQ̃(N,K)(z, η) − Ĝ(N,K)(z, η)‖ ≤ CN−1/2, (4.7)

taking advantage of the independence of the columns of W . This bound, used in
conjunction with the bound (4.6), immediately leads to the result of Proposition 4.4.

The proof of Inequality (4.7) relies on the NP inequality that we used above,
as well as on the well-known Integration by Parts (IP) formula for Gaussian func-
tionals [17, 22]. Recalling the definition of the vector v and the functional ϕ after
Proposition 4.1, the IP formula reads as

Evkϕ(v) =
n−1∑
�=0

[Σ]k�E
[
∂ϕ(v)
∂v̄�

]
.

Write Q̃(z, η) =
[

eQ00 eQ01
eQ10 eQ11

]
, and W = [wij ]i∈[N ],j∈[n]. By reproducing verbatim the

derivation that we made to obtain the Identity (4.3), we have

∂a∗Q̃uvb
∂w̄ij

= −[a∗Q̃u1WΩ−L]j [Q̃0vb]i − [a∗Q̃u0WΩL]j [Q̃1vb]i.

In the subsequent derivations, we write Ŝk = Ŝ(e2ıπk/n). Let a, b be two constant
vectors in CN . Write b = [b0, . . . , bN−1]T, and let αuv(�) = E[[a∗Q̃uvW ]�[W ∗b]�]. By
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the IP formula, we have

αuv(�) =
∑
i∈[N ]

E[[a∗Q̃uv]iwi�[W ∗b]�]

=
1
n

∑
i,m∈[N ]

[Ŝ�]imE
∂([a∗Q̃uv]i[W ∗b]�)

∂w̄m�

=
1
n

∑
i,m

[Ŝ�]imE[−[a∗Q̃u1WΩ−L]�[Q̃0v]mi[W ∗b]�

− [a∗Q̃u0WΩL]�[Q̃1v]mi[W ∗b]� + [a∗Q̃uv]ibm]

= −E

[
[a∗Q̃u1W ]�[W ∗b]�ω−�L tr Q̃0vŜ�

n

]

−E

[
[a∗Q̃u0W ]�[W ∗b]�ω�L

tr Q̃1vŜ�
n

]
+

E[a∗Q̃uvŜ�b]
n

.

Write q̃suv(�) = E tr Q̃uvŜ�/n. We shall isolate the terms q̃s0v(�) and q̃s1v(�) in the
last display by resorting to the following lemma.

Lemma 4.4. It holds that Var q̃suv(�) ≤ C/n2 and Var[a∗Q̃uvW ]�[W ∗b]� ≤
C‖a‖2‖b‖2/n.

Proof. The first bound is obtained by repeating almost word for word the proof of
Proposition 4.1. To obtain the second bound, we also use the NP inequality again.
We start by writing

∂[a∗Q̃uvW ]�[W ∗b]�
∂w̄ij

=
∑
k

∂[a∗Q̃uv]kwk�[W ∗b]�
∂w̄ij

= [a∗Q̃uvW ]�bi�j=� − [a∗Q̃u1WΩ−L]j [Q0vW ]i�[W ∗b]�

− [a∗Q̃u0WΩL]j [Q1vW ]i�[W ∗b]�.

We focus on the second term at the right-hand side of Inequality (4.2), treating
separately the three terms at the right-hand side of the last display. Starting with
the first term, we get

1
n

∑
i1,i2∈[N ]

E[a∗Q̃uvW ]�bi1 [Ŝ�]i1,i2 [a
∗Q̃uvW ]�bi2

=
1
n
b∗Ŝ�bE|[a∗Q̃uvW ]�|2 ≤ ‖a‖2‖b‖2C/n.

2250053-51



2nd Reading

August 7, 2022 17:8 WSPC/S2010-3263 RMTA 2250053

A. Bose & W. Hachem

Turning to the second of these terms, we have

1
n

∑
i1,i2∈[N ]

∑
j∈[n]

E|[W ∗b]�|2 |[a∗Q̃u1WΩ−L]j |2[Q0vW ]i1�[Ŝj ]i1,i2 [Q0vW ]i2�

≤ M

n
E|[W ∗b]�|2 ‖a∗Q̃u1W‖2‖[Q0vW ]·,�‖2

≤ ‖a‖2‖b‖2C/n2,

where the last inequality can be obtained by applying, e.g. Lemma 3.7 along with
standard inequalities. The third term can be handled similarly.

Thanks to these bounds and to Cauchy–Schwarz inequality, we obtain the
identity

αuv(�) = −αu0(�)ω�Lq̃s1v(�) − αu1(�)ω−�Lq̃s0v(�) + n−1
E[a∗Q̃uvŜ�b] + ε,

with ‖ε‖ ≤ C‖a‖‖b‖n−3/2. This leads to the system of equations[
1 + ω�Lq̃s10(�) ω−�Lq̃s00(�)

ω�Lq̃s11(�) 1 + ω−�Lq̃s01(�)

][
αu0(�)

αu1(�)

]
=

1
n

[
E[a∗Q̃u0Ŝ�b]

E[a∗Q̃u1Ŝ�b]

]
+ ε,

with ‖ε‖ ≤ C‖a‖‖b‖n−3/2. The matrix at the left-hand side of this expression, that
we denote as T�, is written as

T� = I2 + T

(
(I2 ⊗ Ŝ�)

(
Q̃T

[
ω−�L

ω�L

]))
.

Assume that K is large enough so that ‖Ŝ�‖ ≤ 2M for all � ∈ [n], and take η ≥
4γsupM . Then by Lemma 4.3 we get that ‖T� − I2‖ ≤ 1/2. Thus, the determinant

d(�) = (1 + ω�Lq̃s10(�))(1 + ω−�Lq̃s01(�)) − q̃s00(�)q̃s11(�)

of T� is such that |d(�)| is bounded away from zero uniformly in N and �. Solving
our system, and reusing henceforth the notations ε and ε at will, we get that[

αu0(�)

αu1(�)

]
=

1
n

1
d(�)

[
(1 + ω−�Lq̃s01(�)) −ω−�Lq̃s00(�)

−ω�Lq̃s11(�) (1 + ω�Lq̃s10(�))

]

×
[
E[a∗Q̃u0Ŝ�b]

E[a∗Q̃u1Ŝ�b]

]
+ ε, (4.8)

with ‖ε‖ ≤ C‖a‖‖b‖n−3/2.
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Now, keeping in mind the identity Q̃
(
H(WΩLW ∗) − [η z

z̄ η

] ⊗ IN
)

= I, our
purpose is to find an approximant of the matrix

Q̃H(WΩLW ∗) =

[
Q̃01WΩ−LW ∗ Q̃00WΩLW ∗

Q̃11WΩ−LW ∗ Q̃10WΩLW ∗

]
.

To that end, we write

E[a∗Q̃u0WΩLW ∗b] =
∑
�∈[n]

ω�Lαu0(�), and

E[a∗Q̃u1WΩ−LW ∗b] =
∑
�∈[n]

ω−�Lαu1(�),

and we use Eq. (4.8) to obtain

[Ea∗Q̃u1WΩ−LW ∗b Ea∗Q̃u0WΩLW ∗b] = a∗E[Q̃u0 Q̃u1]

× 1
n

∑
�∈[n]

1
d(�)

[ −q̃s11(�) ω�L + q̃s01(�)

ω−�L + q̃s10(�) −q̃s00(�)

]
⊗ (Ŝ�b) + ε (4.9)

with ‖ε‖ ≤ C‖a‖‖b‖n−1/2 (note that we lost a factor of n−1 because of the sum-
mation

∑
�∈[n]). Let UL,� � UL(e2ıπ�/n) =

[ ω�L

ω−�L

]
, and define the matrix

C(z, η) � 1
n

∑
�∈[n]

1
d(�)

[ −q̃s11(�) ω�L + q̃s01(�)

ω−�L + q̃s10(�) −q̃s00(�)

]
⊗ Ŝ�

=
1
n

∑
�∈[n]

([
q̃s00(�) q̃s01(�)

q̃s10(�) q̃s11(�)

]
+ UL,�

)−1

⊗ Ŝ�

=
1
n

∑
�∈[n]

(T ((I2 ⊗ Ŝ�)EQ̃) + UL,�)−1 ⊗ Ŝ�.

Then, Eq. (4.9) can be rewritten as

Ea∗Q̃u1WΩ−LW ∗b = a∗E[Q̃u0 Q̃u1]C

[
b

0

]
+ ε,

Ea∗Q̃u0WΩLW ∗b = a∗E[Q̃u0 Q̃u1]C

[
0

b

]
+ ε′,

with |ε|, |ε′| ≤ C‖a‖‖b‖n−1/2. Let a and b be two constant vectors in C2N . Recalling
the expression of Q̃H(WΩLW ∗) above, the last display can be written compactly
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as

|a(EQ̃H(WΩLW ∗) − EQ̃C)b| ≤ C‖a‖‖b‖n−1/2,

equivalently,

‖EQ̃H(WΩLW ∗) − EQ̃C‖ ≤ Cn−1/2.

Since EQ̃ ∈ S2N , it is easy to prove, mostly by mimicking the first part of the proof
of Theorem 1.3, that the matrix function

R(z, η) =

(
C(z, η) −

[
η z

z̄ η

]
⊗ IN

)−1

is well defined for η ∈ C\R, and R(z, ·) ∈ S2N . In particular, ‖R(z, η)‖ ≤ 1/η for
η ∈ C+. We therefore have

‖EQ̃−R‖ = ‖EQ̃(R−1 − Q̃−1)R‖ = ‖(EQ̃C − EQ̃H(WΩLW ∗))R‖
≤ ‖(EQ̃C − EQ̃H(WΩLW ∗)‖‖R‖
≤ Cn−1/2.

To complete the proof of Proposition 4.4, it remains to control the norm ‖R−Ĝ‖.
Remembering that Ĝ is defined through the implicit equation in Proposition 4.3,
we use the contraction property of F̂

bS,z(·, η) to gain this control. By mimicking the
derivation that led to Inequality (4.1), we obtain that if K is large enough so that
‖Ŝ‖T

∞ ≤ 2M , and if η is large enough, then

‖F̂
bS,z(M,η) − F̂

bS,z(M
′, η)‖ ≤ 1

2
‖M −M ′‖.

Note that R = F̂
bS,z(EQ̃, η). Therefore, if η is large enough, we have

‖R− Ĝ‖ = ‖F̂
bS,z(EQ̃, η) − F̂

bS,z(R, η) + F̂
bS,z(R, η) − F̂

bS,z(Ĝ, η)‖

≤ 1
2
‖EQ̃−R‖ +

1
2
‖R− Ĝ‖,

leading to

‖R− Ĝ‖ ≤ ‖EQ̃−R‖ ≤ Cn−1/2.

Finally, ‖EQ̃− Ĝ‖ ≤ ‖EQ̃−R‖+ ‖R− Ĝ‖ ≤ Cn−1/2. The proof of Proposition 4.4
can now be completed by combining this bound with the inequality (4.6).

Proof of Proposition 4.5. We can assume that the processes (x(N)
k )k and

(x̂(N,K)
k )k that constitute the columns of the matricesX(N) and X̂(N,K) respectively,

are generated by applying the filters with Fourier transforms n−1/2S(N)(eıθ)1/2 and
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n−1/2Ŝ(N,K)(eıθ)1/2, respectively, to the same i.i.d. process ξ(N) = (ξ(N)
k )k∈Z with

ξ
(N)
k ∼ NC(0, IN ). This being the case, we have

E‖x(N)
k − x̂

(N,K)
k ‖2 =

1
n

1
2π

∫ 2π

0

‖S(N)(eıθ)1/2 − Ŝ(N,K)(eıθ)1/2‖2
HSdθ.

Hence, by (4.5), we get that

sup
N

E‖x(N)
k − x̂

(N,K)
k ‖2 −−−−→

K→∞
0.

For any two square matricesM1 andM2 of same order, by Cauchy–Schwarz inequal-
ity, | trM1M2| ≤ ‖M1‖HS‖M2‖HS. Thus, by the resolvent identity,

1
N2

| trD(EQ(z, η) − EQ̂(z, η))|2 ≤ 1
N2

E| trDQ(z, η)(H(X̂JLX̂∗)

−H(XJLX∗))Q̂(z, η)|2

≤ 1
(η)4

1
N

E‖H(X̂JLX̂∗) − H(XJLX∗)‖2
HS.

Writing E‖XJLX∗ − X̂JLX̂∗‖2
HS = E‖(X − X̂)JLX∗ + X̂JL(X − X̂)∗‖2

HS,
it is enough to bound E‖(X − X̂)JLX∗‖2

HS. Given a constant κ > 0, we
have

1
n

E‖(X − X̂)JLX∗‖2
HS

≤ 1
n

E‖(X − X̂)‖2
HS‖X‖2

≤ κ2

n
E‖(X − X̂)‖2

HS +
1
n

E‖(X − X̂)‖2
HS‖X‖2

�‖X‖>κ

≤ κ2
E‖xk − x̂k‖2 +

1
n

(E(‖X − X̂‖4
HS)1/2(E‖X‖4

�‖X‖>κ)1/2.

With the help of Lemma 3.7, the second term in the last expression can be made as
small as desired, independently of N , when N is large enough, by choosing κ large
enough. The first term converges to zero as K → ∞ as shown above.

4.4. Corollary 1.2: Sketch of the proof

We have here G(z, η) = FIN ,z(G(z, η), η) for η ∈ C+. We also know from the
proof of Theorem 1.3 that if we start with P0(z, η) = −η−1I2N , then the iterates
Pk+1(z, η) = FI,z(Pk(z, η), η) converge to G(z, η) uniformly on the compacts of C+

in the parameter η. Writing T (Pk) =
[p00,k p01,k

p10,k p11,k

]
where the argument (z, η) is
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omitted, by developing the expression of FIN ,z(Pk, η), we get that

Pk+1 =

⎡⎢⎢⎢⎣
1
2π

∫
p11,k

Δk(eıθ)
dθ − η − 1

2π

∫
(p01,k + e−ıθ)

Δk(eıθ)
dθ − z

− 1
2π

∫
(p10,k + eıθ)

Δk(eıθ)
dθ − z̄

1
2π

∫
p00,k

Δk(eıθ)
dθ − η

⎤⎥⎥⎥⎦
−1

⊗ IN ,

where Δk(eıθ) = p00,kp11,k − (p01,k + e−ıθ)(p10,k + eıθ). Setting from now on η = ıt

with t > 0, it is obvious that p00,0 = p11,0 = ıh0 for h0 = 1/t > 0, and p01,0 = p̄10,0

(= 0 here). Assuming that p00,k = p11,k = ıhk for some hk > 0 and p01,k = p̄10,k, it
is not difficult to show by developing the last display that the same properties hold
for Pk+1. Passing to the limit, we obtain that g00(z, ıt) = g11(z, ıt) = ıh for some

h > 0, and g01(z, ıt) = ḡ10(z, ıt), where we wrote T (G) = [
g00 g01
g10 g11

]. With this at

hand, the equation G(z, ıt) = FI,z(G(z, ıt), ıt) becomes

G =

(
1
2π

∫ 2π

0

1

Δ̃(eıθ)

[ −ıh g01 + e−ıθ

ḡ01 + eıθ −ıh

]
dθ −

[
ıt z

z̄ ıt

])−1

⊗ IN

=
n

N

[
ıh g01

ḡ01 ıh

]
⊗ IN ,

where Δ̃(eıθ) = h2 + |g01 + e−ıθ|2. After some calculation, this equation can be
equivalently restated in the form of the following system of two equations:

N

n
=

1
2π

∫ 2π

0

h2 + |g01|2 + g01e
ıθ

Δ̃(eıθ)
dθ + th− z̄g01,

0 =
1
2π

∫ 2π

0

he−ıθ

Δ̃(eıθ)
dθ − zh− tg01.

This coincides with the system of [7, Eqs. (33a) and (33b)].
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Appendix A. Proof of Lemma 3.6

(1) Using Markov’s inequality, an obvious integration with respect to the exponen-
tial distribution, and using the inequality − log(1− x) ≤ 2x for x ∈ [0, 1/2], we
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have

P[‖Σ1/2ξ‖ ≥
√

2Nt] = P

[
N−1∑
�=0

s�(Σ)|ξ�|2 ≥ 2Nt

]

= P

[
exp
∑N−1

�=0 s�(Σ)|ξ�|2
2‖Σ‖ ≥ exp

Nt

‖Σ‖

]

≤ e−Nt/‖Σ‖
E

[
exp
∑N−1

�=0 s�(Σ)|ξ�|2
2‖Σ‖

]

= e−
Nt
‖Σ‖

N−1∏
�=0

(1 − s�(Σ)/(2‖Σ‖))−1

≤ exp

(
− Nt

‖Σ‖ +
N−1∑
�=0

s�(Σ)
‖Σ‖

)

≤ e−(t/‖Σ‖−1)N .

(2) We have ‖Σ1/2ξ‖2 L=
∑N−1

�=0 s�(Σ)|ξ�|2 ≥ α
∑m−1

�=0 |ξ�|2. Thus, by a calculation
similar to above

P[‖Σ1/2ξ‖ ≤
√
αm/2] ≤ P

[
m−1∑
�=0

|ξ�|2 ≤ m/2

]
≤ exp(−c3.6,2m).

(3) We obviously have that

(ξ + a)∗M(ξ + a) = (ξ + a)∗�M(ξ + a) + ı(ξ + a)∗M(ξ + a),

and both (ξ + a)∗�M(ξ + a) and (ξ + a)∗M(ξ + a) are real. Furthermore,

‖M‖2
HS = ‖�M‖2

HS + ‖M‖2
HS.

Let us assume that ‖�M‖HS ≥ ‖M‖HS/
√

2, otherwise, we replace �M with
M . From these facts, we deduce that

L((ξ + a)∗M(ξ + a)/‖M‖HS, t) ≤ L((ξ + a)∗�M(ξ + a)/‖�M‖HS,
√

2t).

By a spectral factorization of the Hermitian matrix �M ,

(ξ + a)∗�M(ξ + a)/‖�M‖HS
L=
∑
�∈[N ]

β�|ξ� + u�|2,

where the u� are deterministic complex numbers, and the β� are deterministic
reals that satisfy

∑
β2
� = 1, since they are the eigenvalues of ‖�M‖−1

HS�M .
The random variable |ξ� + u�|2 is non-central chi-squared with two degrees of
freedom and has the density

f�(x) = exp(−(x+ |u�|2))I0(2|u�|
√
x)
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on R+, where I0 is the modified Bessel function. Since these densities are
bounded by one [1], we can get the result from [33, Theorem 1.2].

(4) By the restriction property of Lévy’s anti-concentration function

L(Σ1/2ξ,
√
mt) ≤ sup

(d0,...,dm−1)∈Cm

P

[
m−1∑
�=0

|s�(Σ)1/2ξ� − d�|2 ≤ mt2

]
.

We furthermore use the following well-known tensorization result (see [31,
Lemma 2.2]): Suppose {w0, . . . , wm−1} is a collection of independent non-
negative random variables such that there is a constant c > 0 such that for
each t ≥ 0,

P[w� ≤ t] ≤ ct.

Then there exists a constant c′ > 0 so that

P

[
m−1∑
�=0

w2
� ≤ mt2

]
≤ (c′t)m.

In the present case, for each � ∈ [m] and each d� ∈ C, w2
� = [|s�(Σ)1/2ξ� − d�|]2

is a non-central chi-squared random variable with two degrees of freedom and
has a density bounded by a constant that depends only on α, as can be checked
from the previous item. Thus, the tensorization argument applies and the result
follows.

(5) By a singular value decomposition of M , we obtain that

P[‖Mξ‖2 ≥ t‖M‖2
HS] = P

[
N−1∑
�=0

σ2
� |ξ�|2 ≥ t

]
,

where
∑
σ2
� = 1. Writing

P

[∑
�

σ2
� |ξ�|2 ≥ t

]
= P

[
exp

(∑
�

σ2
� |ξ�|2/2

)
≥ exp(t/2)

]
and following the arguments given for Item (1), we easily get the result.

Proof of Lemma 3.6 is now complete.

References

[1] M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions with Formu-
las, Graphs, and Mathematical Tables, National Bureau of Standards Applied Math-
ematics Series, Vol. 55 (Dover Publications, 1964).

[2] M. Bhattacharjee and A. Bose, Large sample behaviour of high dimensional autoco-
variance matrices, Ann. Statist. 44(2) (2016) 598–628.

[3] M. Bhattacharjee and A. Bose, Joint convergence of sample autocovariance matrices
when p/n → 0 with application, Ann. Statist. 47(6) (2019) 3470–3503.

[4] V. Bolotnikov, On a general moment problem on the half axis, Linear Algebra Appl.
255 (1997) 57–112.

2250053-58



2nd Reading

August 7, 2022 17:8 WSPC/S2010-3263 RMTA 2250053

Spectral measure of large empirical autocovariance matrices
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